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1
I N T R O D U C T I O N

The intensive use of digital technology leads to an exponential increase in the
quantity, complexity and variety of data produced by our society. Many fields, such
as science, industry, business or health, generate more and more data every year. For
example, the telescope used for the Legacy Survey of Space and Time (LSST) will
capture about a thousand 3.2-gigapixel images of the sky every night for ten years.
The total amount of data collected over the ten years will reach about 60 petabytes of
raw data [Obs22]. In healthcare, the amount of data collected each year is growing
exponentially due to the accumulation of a wide variety of digital information
including personal medical records, radiology images, clinical trial data and human
genetics. New forms of data, such as 3D imaging, genomic sequences or biometric
sensor recordings, further accentuate this trend. For instance, US healthcare data
was estimated to be about 150 exabytes in 2011, but is now probably up to several
zettabytes [RR14; Gui+16]. As a last example, the computer-aided design (CAD)
model of a Boeing 777 is composed of 6 million parts and connectors, 350 million
triangular faces to display, and 12 gigabytes of geometry data to store [XZ15].

This digital data provides unique opportunities to support scientific discovery,
improve industrial processes, help decision-making, foster creation or encourage
learning. However, enabling humans to handle and explore such a large quantity
and variety of data is more than ever a major challenge. Although research work,
especially in the domain of artificial intelligence (AI), focuses on the automatic
processing of large amounts of such data, it is mandatory to keep humans involved
in the analysis process. Users must keep control over how the data is processed and
need to be able to understand the results provided by computers.

In this context, the need for computer-mediated collaboration has never been so
high. On the one hand, processing or exploring complex data sets usually requires
multiple collaborators to combine their expertise or share their knowledge. On the
other hand, the current societal context, including pandemic situations and the green
transition, requires groups of users to work remotely while intensively using digital
tools. The COVID-19 pandemic has significantly increased our reliance on computer-
mediated collaboration tools (+44%, according to Gartner [Rim22]), and some
experts predict that this situation will largely persist after the pandemic [Blo22]. As
a consequence, supporting collaboration among co-located and remote users when
analyzing large amounts of data is also a key challenge.

My research investigates how large interactive spaces, such as wall-sized dis-
plays [And+11; Bea+12], immersive virtual reality systems [Cru+92] or augmented
reality spaces [BK02], can foster collaboration on complex data sets. The ability of
such systems to display large amounts of information, potentially in 3D, and to spa-
tially organize that information offers new alternatives for interacting with digital
content. These technologies start to be used in a wide range of application domains,
such as scientific data analysis [Fle+12; PBC17; Kam+18], review of computer-aided
design (CAD) models [Bou+10], monitoring of processes in control rooms [Sch+12],
scheduling of complex events [Liu15] or pathology diagnosis [Rud+16]. They also

1



1.1 terminology and scope 2

provide large collaborative spaces for interaction and communication between
multiple users, which can be useful for brainstorming and combining ideas during
product design [Oku+20], crisis management [PBC18] or creative work [Str+99].

Nevertheless, large interactive spaces require us to rethink how users interact with
computers and collaborate through them. In particular, they offer the opportunity
to develop new forms of interaction and new solutions to foster collaboration by
taking advantage of the large visualization space and physical space available to
users. My research contributes to this evolution in four ways:

1. I propose new interaction paradigms to handle large displays and make use
of the large physical space surrounding users. These paradigms contrast with
traditional mouse-keyboard or touch-based interfaces by allowing multiple
users to interact simultaneously, while moving freely within the system.

2. I explore collaborative interaction among multiple users within a shared
interactive space. Such interaction provides users with dedicated features to
enrich collaborative activities, while managing conflicts and interference that
may arise when interacting in the same space or with the same content.

3. I create interactive systems that connect remote users across heterogeneous in-
teractive spaces. These systems rely on specific technical solutions to synchro-
nize complex data and transmit communication cues, including spatialized
audio and 3D user representations.

4. I investigate video-mediated communication among remote collaborators in
large interactive spaces. Such spaces involve specific constraints to deploy
telepresence capabilities, but also offer unique possibilities to enhance remote
users’ perception and non-verbal communication.

1.1 terminology and scope

My research work is at the crossroads of Human-Computer Interaction (HCI),
Virtual and Augmented Reality (VR/AR) and Computer-Supported Cooperative
Work (CSCW). I study how humans communicate with computers, but also how
humans communicate among them through computers. Although part of my
research focuses on collaboration through immersive technologies including virtual
and augmented reality, my contributions are broader in the HCI domain including
work on interaction design and video-mediated communication.

Next, I define the key terminology used in this manuscript and hence clarify the
scope of my research work:

Large interactive space. I choose this term to encompass both immersive and non-
immersive systems that provide users with a vast physical space for interaction.
I further define large interactive spaces and give examples in Section 2.1.

Mixed reality. Among the various terminologies that unify virtual and augmented
reality, I opt to use the term “mixed reality” as originally defined by Milgram
et al. [Mil+95]. The mixed reality continuum, recently revised by Skarbez
et al. [SSW21], categorizes augmented reality (AR) and virtual reality (VR)
systems according to the proportion of the real and virtual world perceived by
users. I employ this term equivalently to “extended reality” in the manuscript.
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Physical workspace. This workspace refers to the physical space where users interact
within the system. It is typically defined by the available space in front of the
displays or by the limits of the tracking system.

Virtual workspace. In mixed reality systems, the physical workspace is mapped
onto a specific region of the virtual environment, referred to as the virtual
workspace. This virtual workspace is the virtual counterpart of the physical
workspace: users can travel everywhere in this virtual workspace by walking
in the physical workspace.

Telepresence. I use the term “telepresence” to designate video-mediated communi-
cation systems that enhance users’ feeling of being present in the same space.
These systems usually rely on large or immersive displays and advanced
sound synthesis. They contrast with conventional videoconferencing systems,
using standard computers or mobile devices equipped with a single camera
and a relatively small screen. Examples of such telepresence systems are
presented in Section 2.3.1.

Collaborative virtual environment. I define collaborative virtual environments (CVEs)
as distributed systems that enable remote users to meet in a shared mixed
reality environment. This definition encompasses systems using either virtual
reality or augmented reality technologies. It corresponds to what is sometimes
referred to as social virtual reality (SVR). Section 2.3.2 describes collaborative
virtual environments in more depth.

Awareness. When referring to awareness in this manuscript, I specifically focus on
the awareness among collaborators. It includes all the perceptual cues that help
users understand the position, actions and intentions of their collaborators,
along with the information they aim to communicate.

User representation. I employ this terminology to refer to embodied representations
that enable users to perceive remote collaborators in an interactive space.
These representations can use either live video or 3D avatars to provide users
with appropriate awareness of each other, depending on the context.

1.2 context and inspiration

This manuscript presents my research activities since 2012. However, before that, my
PhD work already focused on remote collaboration across immersive VR systems.
While one part concentrated on distributed architecture for synchronizing virtual
environments, another part explored collaborative interaction between users with
heterogeneous devices. This work was part of a national project, named Collaviz,
that provided valuable remote collaboration scenarios for scientific data analysis.

During my post-doctoral position (2012-2013), I explored 3D head reconstruction
for telepresence at the BeingThere Centre [FSB14]. The ambition of this joint inter-
national laboratory was to connect remote rooms through stereoscopic wall-sized
displays, which thus become glass windows between the rooms. Although my work
focused on technological aspects, it enabled me to gain a better understanding of
non-verbal communication, including facial expressions and eye gaze.

My position as an associate professor at Université Paris-Saclay (2013-2021) pro-
vided me with the opportunity to explore these research themes in various projects.
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First, I collaborated on the Digiscope project1, which created a network of ten
interconnected platforms for interactive visualization of large datasets. This project
was a unique occasion to design and test collaborative systems connecting remote
platforms. It also provided various application domains, including scientific re-
search, computer-aided design, decision support systems, and education. Second,
I participated in projects involving engineers from the VR center of the PSA au-
tomotive company (now Stellantis2). It was a unique opportunity to access real
collaborative design scenarios and interview engineers on their current practices.

In 2021, I joined IMT Atlantique as an associate professor. I continue to investigate
collaboration in large interactive spaces. Part of this work is conducted in the context
of Continuum

3, a follow up to the Digiscope project at a national level.

1.3 research methodology

The contributions described in this manuscript are supported by a wide range of
empirical results. In particular, my work applied several HCI methods to investigate
research questions and analyze findings. I learned this HCI methodology all along
my research career, but I considerably improved my expertise during my position
at Université Paris-Saclay. Beyond the traditional controlled experiments used to
evaluate the proposed techniques or systems, I integrated user-centered methods
involving potential users in the design of these techniques or systems whenever
possible. These methods include participatory design, interviews and qualitative
observations with low or high-fidelity prototypes. For example, we interviewed
engineers from the PSA automotive company for the work on computer-aided de-
sign. We conducted qualitative observations and interviews with civil engineering
students for the design of ShapeCompare (Section 3.1.2). We ran preliminary observa-
tions using low-fidelity prototypes for the design of CamRay (Section 4.2.1.2). When
controlled experiments were not suitable to assess our solutions, we conducted
user studies on more open-ended tasks to observe how users appropriate tools and
compare their different strategies, as for evaluating ARgus (Section 4.2.3).

Although my training and expertise are more related to computer science, I have
endeavored to ground my work with foundations in psychology and sociology.
In particular, we designed collaborative systems based on the concept of ground-
ing in communication proposed by Clark and Brennan [CB91]. This concept refers
to the communication process required to build a common ground between users,
including mutual knowledge, beliefs, and assumptions about the collaborative
situations [CM81; CSB83]. Collaborative systems should either provide support
to enhance the establishment of common ground, or compensate for communi-
cation cues that are lost in computer-mediated communication. In addition, our
contributions on collaborative design build on specific previous work that studied
collaborative design practices. We drew inspiration from the work of De Bono [De
67] on lateral thinking, and Stempfle and Badke-Schaub [SB02] on the thinking
processes of design teams. Détienne’s work [Dét06] also provided us with valuable
insights on managing task interdependencies and multiple perspectives in design.

1 http://www.digiscope.fr/en/

2 https://www.stellantis.com/en/

3 https://www.lri.fr/~mbl/CONTINUUM/en/

http://www.digiscope.fr/en/
https://www.stellantis.com/en/
https://www.lri.fr/~mbl/CONTINUUM/en/
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1.4 manuscript overview

This section describes the remaining chapters of the manuscript, and acknowledges
the students and collaborators who contributed to this research work. After a brief
chapter on related work, I divide my contributions into two parts: the first is related
to interaction and co-located collaboration in large interactive spaces, while the
second concerns remote collaboration across such spaces. For each part, I provide
representative papers that illustrate my contributions to the related topic. These
papers are attached at the end of the manuscript. Publications I have co-authored
are highlighted in [Bold] in this manuscript.

Related work on large interactive spaces (Chapter 2). This chapter defines large
interactive spaces and illustrates how users interact and collaborate in such systems.
It also describes previous work that explores remote collaboration across large
interactive spaces, including telepresence and collaborative virtual environments.

From interaction to collaboration in a shared interactive space (Chapter 3). Allow-
ing each user to interact in large interactive spaces is a necessary step to support
collaboration. This chapter introduces new interaction paradigms that provide
users with the ability to master the unusual characteristics of these systems. Be-
yond individual interaction, it investigates how such systems can foster co-located
collaboration by providing appropriate collaborative interaction among users.

The first section focuses on the large visualization space, studying how users can
interact with 3D virtual objects on a wall-sized display and collaboratively explore
a large number of these objects. The work on 3D interaction [LF16] was part of the
master’s thesis of J.-B. Louvet. The work on collaborative exploration [Oku+20] was
part of the PhD thesis of Y. Okuya, co-supervised with P. Bourdot (CNRS senior
researcher), and involved O. Gladin and N. Ladévèze (both engineers).

The second section concentrates on interaction in a 3D space, investigating 3D
object deformation with haptic interaction and collaborative sketching in augmented
reality. The first part on 3D object deformation [Oku+18a; Oku+21] was carried out
during the PhD of Y. Okuya, co-supervised with P. Bourdot, in collaboration with
N. Ladévèze. The second part on collaborative sketching [FFT23] was part of the
PhD thesis of A. Fages, co-supervised with T. Tsandilas (Inria researcher).

The third section presents multiple navigation techniques that leverage the large
physical space to maximize physical displacements and allow tangible interaction. It
also investigates how these techniques can be extended to collaborative navigation
involving two co-located users. All these contributions [Zha+19; Zha+20; Zha+21;
Zha+22] were based on the PhD work of Y. Zhang, co-supervised with P. Bourdot,
and involved S.-T. Ho (master’s intern), T.T.H. Nguyen (associate professor at
Université Paris-Saclay), and N. Ladévèze (engineer).

Representative papers:

• Interaction: J.-B. Louvet, C. Fleury (2016). Combining Bimanual Interaction and Telepor-
tation for 3D Manipulation on Multi-Touch Wall-sized Displays. Proceedings of the ACM
Symposium on Virtual Reality Software and Technology (VRST), 8 pages.
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• Collaboration: Y. Okuya, O. Gladin, N. Ladévèze, C. Fleury, P. Bourdot (2020). Investigat-
ing Collaborative Exploration of Design Alternatives on a Wall-Sized Display. Proceedings of
the ACM conference on Human Factors in Computing Systems (CHI), 12 pages.

• Navigation: Y. Zhang, N. Ladévèze, H. Nguyen, C. Fleury, P. Bourdot (2020). Virtual Nav-
igation considering User Workspace: Automatic and Manual Positioning before Teleportation.
Proc. of the ACM Symposium on Virtual Reality Software and Technology (VRST), 10 pages.

• Collaborative navigation: Y. Zhang, T.T.H. Nguyen, N. Ladévèze, C. Fleury, P. Bourdot
(2022). Virtual Workspace Positioning Techniques during Teleportation for Co-located Col-
laboration in Virtual Reality using HMDs, Proceedings of the IEEE Conference on Virtual
Reality and 3D User Interfaces (IEEE VR), 9 pages.

Collaboration and awareness across remote spaces (Chapter 4). Remote collabora-
tion is becoming crucial due to major changes in our society, including new work
organization and the green transition. This chapter presents how large interactive
spaces can foster collaboration among remote users. In particular, such collabora-
tion requires technical solutions to connect heterogeneous platforms, as well as
appropriate awareness and communication cues among the remote collaborators.

The first section focuses on the technical aspects of connecting remote users
across heterogeneous systems. A distributed architecture synchronizing computer-
aided design data [Oku+18b; Oku+21] was created during the PhD of Y. Okuya,
co-supervised with P. Bourdot, in collaboration with N. Ladévèze and O. Gladin. As
part of the Digiscope project, we designed a system to explore 3D audio mappings
between remote platforms [Fyf+18] with L. Fyfe (engineer), O. Gladin, and M.
Beaudouin-Lafon (professor at Univ. Paris-Saclay). During my post-doc, I proposed
a method to reconstruct remote users’ head in 3D [Fle+14], supervised by H. Fuchs
(professor at Univ. of North Carolina) and T.J. Cham (associate professor at NTU
Singapore), and with the collaboration of T. Popa (post-doc at ETH Zurich).

The second section concentrates on video-mediated communication across large
interactive spaces. The work on deictic gestures perception [AFB15] and telepres-
ence across wall-sized displays [Ave+17] was part of the PhD work of I. Avellino,
co-supervised with M. Beaudouin-Lafon, and involved W. Mackay (Inria senior
researcher). The work about one-to-many telepresence [Le+19] was a collaboration
with K.-D. Le (PhD student at Chalmers Univ. of Technology), I. Avellino, M. Fjeld
(professor at Chalmers Univ. of Technology), and A. Kunz (professor at ETH Zurich).
The work on multi-view collaboration with AR users [FFT22b] was part of the PhD
thesis of A. Fages, co-supervised with T. Tsandilas.

Representative papers:

• Perceptual study: I. Avellino, C. Fleury, M. Beaudouin-Lafon (2015). Accuracy of deictic
gestures to support telepresence on wall-sized displays. Proceedings of the ACM conference
on Human Factors in Computing Systems (CHI), 4 pages.

• One-to-one telepresence: I. Avellino, C. Fleury, W. Mackay, M. Beaudouin-Lafon (2017).
CamRay: Camera Arrays Support Remote Collaboration on Wall- Sized Displays. Proceedings
of the ACM Conference on Human Factors in Computing Systems (CHI), 12 pages.

• One-to-many telepresence: K.-D. Le, I. Avellino, C. Fleury, M. Fjeld, A. Kunz (2019).
GazeLens: Guiding Attention to Improve Gaze Interpretation in Hub-Satellite Collaboration.
Proc. of the IFIP TC13 Conference on Human-Computer Interaction (INTERACT), 21 pages.
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• Telepresence with AR users: A. Fages, C. Fleury, T. Tsandilas (2022). Understanding
Multi-View Collaboration between Augmented Reality and Remote Desktop Users, Proc. of
the ACM Conference on Computer-Supported Cooperative Work (CSCW), 27 pages.

Future perspectives and closing remarks (Chapter 5). This chapter presents future
directions for my research and concludes with some remarks regarding the future
of collaboration in large interactive spaces.



2
R E L AT E D W O R K O N L A R G E I N T E R A C T I V E S PA C E S

The main objective of this chapter is to situate the context of my research work.
As a consequence, it is not intended to be an exhaustive overview of the related
work, but rather to provide examples that define and illustrate the foundations
of my work. The first section proposes a definition of large interactive spaces and
describes the different systems used in the work presented in this manuscript. The
second section introduces some previous work that illustrates how users interact
and collaborate in such systems. Finally, the last section presents related work
addressing collaboration across remote interactive systems.

2.1 large interactive spaces

Large interactive spaces include interactive systems that provide users with a large
physical space, enabling them to move and interact in 3D. This large space can
often accommodate multiple users, making these systems particularly well-suited
to collaboration. By definition, they contrast with personal computers and mobile
devices, which are generally designed for single users who remain static relative to
the display. The key characteristics of large interactive spaces include:

• A large visualization space, which displays digital content in a large portion
of the available 3D space, such as on a full wall or all around the users.

• A large physical space, which allows users to physically move around to
explore the digital content and perform 3D interaction such as pointing,
grabbing or manipulating virtual objects.

• Various interaction devices, which enable users to interact with the digital
content from multiple locations in the 3D space. These devices range from
touch devices to VR controllers.

• A tracking system, which detects the positions of both the users and the
interaction devices in the 3D space.

With this definition, I decide to group immersive and non-immersive systems
together, as they share many similarities in terms of interaction and collaboration.
While hybrid systems do exist, non-immersive systems typically encompass 2D wall-
sized displays and large digital tabletops, whereas immersive systems include all
mixed reality devices. All these systems empower users to visualize and manipulate
large volumes of complex data. They support physical navigation and 3D interaction
to explore such data. Additionally, they can accommodate multiple users within
the same interactive space and connect remote users.

In this section, I classify large interactive spaces into three categories that illustrate
the wide range of systems available: (i) wall-sized displays, (ii) immersive virtual
reality systems and (iii) augmented reality spaces. These three categories cover all
the devices used in the research work described in this manuscript.

8
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Figure 2.1: Large interactive spaces: (a) users preparing the CHI 2013 conference program
on the Wild wall-sized display (© Inria), (b) users exploring a virtual factory in
the Eve immersive system (© CNRS - VENISE), and (c) users reviewing a building
3D mockup in an augmented reality space (© Hoshinim - CC-BY-SA 4.0).

2.1.1 Wall-sized displays

Wall-sized displays typically consist of a large, ultra high-resolution display, as
described by Andrews et al. [And+11] and Beaudouin-Lafon et al. [Bea+12]. They
are often built using a large number of high-resolution screens, although a few use
multiple projectors. Some previous studies have demonstrated their ability to im-
prove performance in various tasks when compared to standard desktop computers.
Czerwinski et al. [Cze+03] showed that larger screen space increases productivity
and user satisfaction in everyday computer use, particularly when working with
multiple windows. Bi and Balakrishnan [BB09] and Grudin [Gru01] corroborated
these findings by showing that peripheral awareness facilitates tasks involving
multiple windows. For sense-making tasks, Andrews et al. [AEN10] demonstrated
that large screens enable users to employ a distributed cognitive process, which
improves performance by allowing users to associate content meaning with spatial
locations. Lischke et al. [Lis+15] proved the benefits of wall-sized displayed for
information search tasks. Finally, other studies have shown that physical naviga-
tion provided by wall-sized displays improves spatial memory [JSH19] and user
performance in visual search [BNB07] and data manipulation [Liu+14].

I used two wall-sized displays in my work: Wild (Figure 2.1-a) and Wilder.
The Wild (Wall-sized Interaction with Large Datasets) platform was composed of
an 8 × 4 grid of 30” Apple Cinema Displays screens at the time we conducted the
work presented in this manuscript. It measured 5.5m × 1.8m, with a resolution of
20480 × 6400 pixels. More recently, the Wild platform has been upgraded with 8K
screens increasing the resolution to over 1 Gigapixel (61441× 17240). It is controlled
by a cluster of 16 computers, each managing two screens. A VICON infrared
tracking system1 can track the position and orientation of the users and interaction
devices in front of the display.

The Wilder platform consists of a 15 × 5 grid of 21.6” Planar screens2 with 3mm
ultra-thin bezels. It measures 5.9m × 2m, with a resolution of 14400 × 4800 pixels.
It is controlled by a cluster of 10 computers, each managing a row of 8 or 7 screens.
The platform also integrates a VICON tracking system, along with a PQLabs infrared
frame3 surrounding the display to provide multitouch capability.

1 https://www.vicon.com/

2 https://www.planar.com/

3 https://www.pqlabs.com/

https://www.vicon.com/
https://www.planar.com/
https://www.pqlabs.com/
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2.1.2 Immersive virtual reality systems

Virtual reality (VR) systems have been used for several decades to immerse users in
virtual environments. They provide users with multi-sensory feedback, enabling
them to perceive the virtual environment through multiple sensory cues, including
visual, audio and haptic cues. This virtual environment is a digital world simulated
by computers, which can present a large variety of information to the users. A more
complete definition of virtual reality can be found in Fuchs et al. [FMG11]. When
focusing on visual cues, the key characteristics of immersive VR systems include
a wide field of regard, a wide field of view, high-resolution displays, and depth
perception. The field of regard corresponds to the amount of the physical space
surrounding users in which images are displayed, while the field of view refers
to the viewing angle instantaneously perceived by users. Depth cues are essential
for immersion, as they give users the feeling of being present in the 3D space of
the virtual environment. In current VR systems, depth perception mainly relies on
3D stereoscopic vision and motion parallax. Motion parallax refers to the depth
information conveyed by the relative movements of virtual objects in response to
changes in the viewer’s position. Providing users with the ability to move in the
physical space of immersive systems is crucial for perceiving motion parallax.

A wide range of devices has been used to immerse users in virtual environments,
including head-mounted displays, CAVE-like systems and various types of stereo-
scopic screens. The CAVE (Cave Automatic Virtual Environment), introduced in
1992 by Cruz-Neira et al. [Cru+92], was the first system using multiple projected
screens surrounding users to increase the field of regard. Since then, the technol-
ogy has improved considerably, and this type of platform has been deployed in
many research laboratories and large companies, such as automotive and aerospace
manufacturing companies. At the same time, head-mounted displays have also
evolved dramatically, and a wide range of high-quality devices is now available to
the general public.

In my research work, I used a CAVE-like system, named Eve (Figure 2.1-b), and
head-mounted displays, including HTC Vive and HTC Vive Pro Eye headsets4. The
Eve (Environnement Virtuel Evolutif) system is composed of four back-projected
stereoscopic screens, measuring 4.8m × 2.7m (front & floor) and 2.7m × 2.7m (left &
right). Each screen has a resolution of 1920 × 1080 pixels. The projectors are able
to achieve both active stereovision and polarization image multiplexing, enabling
two users to have their own stereoscopic view of the virtual environment. The
system can thus support collaborative interaction between these two users, while
providing both with correct motion parallax. Applications are executed on a server
that distributes the rendering to four computers, each connected to a projector. An
ART infrared tracking system5 is used to capture the position and orientation of the
users and interaction devices in the system. A Scale-One haptic device from Haption6

is also available to interact with the virtual environment. This device consists of a
Virtuose haptic arm7 mounted on a 4-degree-of-freedom carrier, allowing users to
interact anywhere in the physical space despite the limited range of the haptic arm.

4 https://www.vive.com/

5 https://ar-tracking.com/

6 https://www.haption.com/en/products-en/scale-one-en.html

7 https://www.haption.com/en/products-en/virtuose-6d-en.html

https://www.vive.com/
https://ar-tracking.com/
https://www.haption.com/en/products-en/scale-one-en.html
https://www.haption.com/en/products-en/virtuose-6d-en.html
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2.1.3 Augmented reality spaces

Augmented reality (AR) has the potential to transform any physical space into a
large interactive space, as it can display virtual content anywhere in the physical
space and allow users to interact with this content (Figure 2.1-c). Early work on aug-
mented reality appeared at the beginning of the 1990s with systems, such as KARMA
proposed by Feiner et al. [FMS93]. Early applications included industrial applica-
tions [CM92], medical applications [Fuc+96] or human-robot interaction [Mil+93].
Since then, AR hardware and software have drastically improved, as highlighted
by Billinghurst et al. in their survey [BCL15]. Modern systems are now able to
accurately track device positions, sense the physical world geometry in real time,
and display content on lightweight wearable headsets. Virtual content can thus be
seamlessly integrated into the real world with stable placement and convenient
ways to interact with it. Moreover, augmented reality inherently supports collabo-
ration between multiple users sharing the same physical space, since they can see
each other in the real world. As a consequence, the number of AR applications has
exploded, and they now reach a very wide range of domains, including marketing,
medicine, education, entertainment, and architecture, as detailed in [BCL15].

With the large development of mixed reality headsets available to the general
public, there is an increasing number of devices capable of delivering high-quality
augmented reality experiences. These devices can be categorized into two types:
optical and video see-through devices. Optical see-through devices enable users to
see the real world through semitransparent screens, onto which the virtual content
is overlaid. In contrast, video see-through devices display video feeds from cameras
located on the device, and integrate the virtual content inside these video feeds.
In the work presented in this manuscript, I used optical see-through devices, and
more specifically the Hololens 2 headsets from Microsoft8.

2.2 interaction in large interactive spaces

Large interactive spaces require specific techniques to interact with digital content
due to their unique characteristics. In particular, they involve going beyond conven-
tional 2D interfaces and keyboard-mouse interaction, as users must handle large
visualization spaces while moving within the system. In this section, I present some
previous work illustrating how users can interact with both 2D and 3D content in
large interactive spaces. I also detail other related work that explores how multiple
users can interact in the same interactive space.

2.2.1 Interaction with 2D content

In this subsection, I concentrate on how to interact with 2D digital content displayed
on large screens, such as wall-sized displays or digital tabletops. A first solution
is to interact at close proximity to the display through direct touch. However, this
solution requires users to travel long distances along the screen and can lead to
difficulties in accessing some areas, such as the very top or bottom of the screen.
To solve this issue, Bezerianos and Balakrishnan [BB05a] introduced a dedicated

8 https://www.microsoft.com/hololens/

https://www.microsoft.com/hololens/
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Figure 2.2: Tangible interaction in large interactive spaces: (a) a 3D brain model is used to
control brain scans on a wall-sized display (Figure from Beaudouin-Lafon [Bea11]),
and (b) a shared prop is used to manipulate a virtual car windshield by co-
located users immersed in VR (Figure from Salzmann et al. [SJF09]).

widget on the display to attract far away items close to users. In a similar spirit,
Canvas portals [BB05b] enable users to interact from distant parts of the display,
using interactive portals that replicate the digital content of remote display areas.

To fully take advantage of wall-sized display characteristics, it is common to step
away from the screen to get an overview of the displayed data. However, users
still need to interact with the display content even when located at a distance.
Previous work has explored interaction techniques to achieve mid-air pointing
on wall-sized displays. Nancel et al. [Nan+15] provide a comprehensive overview
of these techniques. Other studies have investigated the use of mobile devices to
interact at a distance with wall-sized displays, ranging from smartwatches [Hor+18]
to tablets [Kis+17] or tabletops [Bea11]. For example, Smarties [CBF14] proposes
a generic solution for using touch on mobile devices to interact with wall-sized
displays. It provides an interface on the mobile device, as well as a communication
protocol for sending input to a wall-sized display to control interaction cursors or
other specific elements. Lastly, 3D interaction with tangible props can also be used
to interact with digital content on wall-sized displays. For instance, Beaudouin-
Lafon [Bea11] described a scenario in which neuroscientists manipulate a stick in
relation to a physical 3D brain model (Figure 2.2-a). The stick mimics a camera
pointing at the brain and controls the orientation of brain scans distributed on the
wall-sized display. WallTokens [CAC21] also proposes to use tangible objects that
can be slid and attached to a wall-sized display to manipulate the digital content.

2.2.2 Interaction with 3D content

A large number of interaction techniques have been designed to interact with
3D content in mixed reality environments. An exhaustive list of 3D interaction
techniques can be found in the book by LaViola et al. [LaV+17]. These techniques
are usually classified in three categories, as proposed by Hand [Han97]: (i) selection
and manipulation, (ii) navigation and (iii) system control. System control consists
of sending commands to the application for requesting specific actions, changing
the interaction mode, or modifying some parameters.

To select and manipulate virtual objects, we can use two approaches as for the
interaction with 2D content. The first one involves traveling close to the virtual
objects and performing direct manipulation. The simplest solution to achieve
this is to use a virtual hand mimicking the movements of a user’s real hand, as
studied by Jacoby et al. [JFH94]. However, the travel actions required to reach



2.2 interaction in large interactive spaces 13

the objects can be inconvenient and increase interaction complexity. The second
approach thus takes advantage of being in a virtual environment to interact with
objects at a distance with, for example, the “Go-Go” technique [Pou+96] or a virtual
ray [Min95]. Argelaguet and Andujarb [AA13] presented an extensive survey of
pointing techniques for 3D object selection in mixed reality.

A wide variety of navigation techniques have been proposed for traveling in
virtual environments. An obvious approach is to let users walk, with their physical
movements mapped to virtual displacements. This has many benefits [LaV+17],
such as being easy to learn and use, increasing immersion as studied by Usoh
et al. [Uso+99], reducing motion sickness, and promoting spatial understanding.
However, as the physical space is limited, users can only cover short distances.
Redirect walking, originally proposed by Razzaque et al. [RKW01], guides users
away from the physical boundaries, enabling them to travel longer distances in the
virtual environment. This technique either deforms the users’ spatial perception,
making them follow a circular path in the physical space [Ste+10] or reorients the
virtual environment while users are looking at distractors [CF17]. Nevertheless, real
walking is not always feasible or desired, especially in small physical spaces. In
such cases, steering metaphors offer an alternative, allowing users to continuously
control their direction and speed in the virtual environment. The direction and
speed can be defined by a simple device such as a gamepad or based on users’ body
position [Che+13; KRF11]. Selection-based metaphors can also be used to choose a
destination and reach it instantaneously, saving travel time. For example, telepor-
tation techniques using a virtual ray to select the destination are now common in
many VR headset applications, as they reduce motion sickness [Wei+18; Hab+18].

2.2.3 Collaborative interaction

Previous work has explored co-located collaboration in large interactive spaces.
Liveboard [Elr+92] introduced a digital whiteboard with pen interaction and is
probably one of the first vertical displays supporting group interaction. Jakobsen
and Hornbæk [JH14] studied a collaborative problem-solving task on a wall-sized
display and identified six distinct collaboration styles. They highlighted that physi-
cal proximity of participants is closely related to how tightly coupled they work. In
later work [JH16], they assessed the impact of two input modalities on collaboration:
touch input on the display and mouse interaction at a distance. They found that
wall-sized displays can afford equal participation regardless of input modality.
Although touch input seems well suited to collaboration allowing users to negotiate
for space, it can lead to more interference and conflicts than with mouse input.
Nevertheless, none of these studies provide interaction techniques designed to
support collaborative activities. Liu et al. [Liu+16] studied different collaboration
styles with pairs of participants in a data manipulation task on a wall-sized display.
They varied the interaction and communication capabilities of each participant of
the pair. They also included a technique that supports collaborative interaction by
allowing participants to assist their partner with data manipulation. The results
show the benefits of collaborative interaction, which enables participants to col-
laborate more tightly even when not in close proximity. Based on these findings,
they proposed CoReach [Liu+17], a set of cooperative touch gestures that combine
input from multiple users, allowing them to show or pass content to each other,
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as well as group multiple items on the wall-sized display. GroupTogether [MHG12]
detects collaborators’ spatial formations (F-formations) and how they orient and tilt
mobile devices (micro-mobility). It uses this spatial information to facilitate cross-
device interaction between collaborators’ tablets and a wall-sized display. This is
an interesting example of how sociological constructs can be leveraged to support
appropriate collaboration techniques.

Other studies have concentrated on co-located collaboration in immersive VR
systems. A few CAVE-like systems are able to display multiple stereoscopic views
of the virtual environment, thus supporting multiple users. For example, the Eve

system (Section 2.1.2) provides perspectively correct views for two users, while the
C1x6 system [Kul+11] can accommodate up to six users. This system also explored
various navigation techniques to enable all six users to travel together in the virtual
environment. Aguerreche et al. [ADL10b] proposed using a reconfigurable tangible
device for collaborative manipulation in a CAVE-like system. Co-located collabora-
tion can also be beneficial when multiple users equipped with VR head-mounted
displays are in the same room. Although they cannot see each other, they can still
hear each other and feel the force applied by others when sharing tangible objects.
Such shared tangible objects can simulate users holding virtual objects together
in the virtual environment, as studied by Salzmann et al. [SJF09] with a virtual
car windshield (Figure 2.2-b). Navigation can be challenging in such co-located
situations, as it is mandatory to maintain the spatial relationship between users
while they travel the virtual environment. Multi-Ray Jumping [WKF19] provides a
collaborative teleportation technique that preserves this spatial relationship.

Augmented reality inherently supports co-located collaboration as users can see
each other, providing mutual awareness. As a consequence, early work on aug-
mented reality already explored collaborative systems that let co-located users
see and interact with shared AR content, such as TransVision [Rek96], Shared
Space [BWF98], or Studierstube [Sza+98]. Later, Billinghurst et al. [Bil+02] developed
a collaborative AR system including tangible elements that users can manipulate to
interact with AR content. They showed that participants’ behaviors with this system
are closer to unmediated collaboration than with a large 2D display. Kiyokawa et
al. [Kiy+02] studied communication behaviors of co-located users with various AR
devices and AR content placement. They found that optical see-through headsets
with a task space situated between participants may produce the most natural col-
laboration. This can be explained by the fact that participants could better perceive
non-verbal communication cues with this combination of device and placement. A
recent survey by Sereno et al. [Ser+22] compiles notable research work on co-located
collaboration in AR over the last decade. While all these techniques enable users
to act on shared AR content, very few of them support collaborative interaction
or provide solutions to mitigate interference and conflicts during interaction. Oda
and Feiner [OF09] introduced a redirected motion system designed to prevent
interference between two users, but it is dedicated to hand-held AR devices.

2.3 collaboration across remote interactive spaces

A vast body of research in computer-supported cooperative work has explored re-
mote collaboration. I distinguish two categories among previous work that studied
collaboration across remote large interactive spaces. The first category concerns



2.3 collaboration across remote interactive spaces 15

telepresence and video-mediated communication systems, which enable users to
share video across remote locations. The second category involves collaborative
virtual environments and aims to immerse remote users in a shared virtual envi-
ronment using mixed reality technologies.

2.3.1 Telepresence systems

Video plays a crucial role in supporting non-verbal cues, turn-taking and shared
understanding of the collaborative situation among remote users, as emphasized by
Isaacs & Tang [IT93]. Similarly, Monk & Gale [MG02] observed that gaze awareness
provides an alternative non-linguistic channel for checking mutual understanding
among remote collaborators. When engaged in collaborative tasks, seeing each
other’s faces improves the negotiation of common ground, as shown by Veinott et
al. [Vei+99]. Properly conveying gaze direction is challenging in such systems, due
to the disparity between camera and viewer positions, as well as the fact that video
is displayed on a flat screen. Previous work has explored solutions to support the
correct interpretation of gaze direction. For instance, Hydras [SBA92] used multiple
mobile devices combining a screen and a camera. These devices can be placed
in a way that reflects remote collaborators’ positions, thus preserving eye contact.
Multiview [NC05] relies on a multi-view screen and multiple cameras to display
an individual view with a correct perspective for each user. Pan and Steed [PS14]
designed a cylindrical screen to preserve gaze direction by displaying perspective-
correct images for multiple viewpoints around a conference table. Nevertheless,
most of these systems consider static users sitting around a table.

Other work has focused on users moving in their physical space, using wall-sized
displays to simulate a large glass window between the remote spaces. Willert et
al. [Wil+10] connected two wall-sized displays by capturing video through a 2D
grid of cameras and displaying video remotely with a motion parallax effect when
the viewer moves. Consequently, this system supports only one user at each remote
location. Dou et al. [Dou+12] created a similar setup by using a wide-angle camera
to capture the background and multiple video+depth cameras to capture users in
the foreground. Users are segmented using the depth data and overlaid on the
wide-angle video, preserving eye contact with remote collaborators.

When collaborating remotely, users often need to work on shared digital content.
Early work on telepresence investigated how to provide users with the same
interaction space. VideoDraw [TM90] was a shared drawing tool that overlaid the

Figure 2.3: Telepresence across large interactive spaces: (a) MirrorBlender blends video feeds
and shared screens from remote collaborators (Figure from Grønbæk et al. [Grø+21]),
and (b) t-Room uses screens arranged in a circle to overlay remote collaborators’
video feeds onto shared digital content (Figure from Luff et al. [Luf+15]).
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drawing with a shadow of a remote collaborator’s arm. It thus allows users to
perceive the collaborator’s hand gestures. It also includes a screen displaying the
remote collaborator’s face on top of the drawing area. VideoWhiteboard [TM91]
improved on this system by overlaying the shared drawing with a shadow of
the collaborator’s full body. Clearboard [IK92] extended this idea by blending the
shared drawing with the video of the remote collaborator using transparency. The
system could thus convey facial expressions and gaze awareness. More recently,
MirrorBlender [Grø+21] designed a video-conferencing system that enables users
to reposition, resize and blend with transparency multiple video feeds and shared
screens from remote collaborators (Figure 2.3-a). Finally, t-Room [Luf+15] is a
telepresence system connecting two remote locations with large screens arranged
in a circle around a digital tabletop (Figure 2.3-b). Cameras are attached on top of
each screen and capture users inside the interactive space. Shared digital content
on the screens is overlaid with the remote video in a way that preserves the
physical relations between the users and digital objects. However, this system has
the drawback of requiring exactly the same complex setup at both locations.

2.3.2 Collaborative virtual environments

Collaborative virtual environments (CVEs) enable remote users to share virtual
content, whether they use AR or VR devices. Early work primarily focused on
distributing and synchronizing the virtual environment data across remote loca-
tions, as studied during my PhD [Fle+10c; Fle+10b]. Practical solutions such as
Ubiq [Fri+21] are now available for creating CVEs. Recent work mainly concentrates
on improving awareness and collaborative interaction among remote collaborators.

In such environments, providing mutual awareness is mandatory to support
effective collaboration and social presence among remote users. A large number of
studies have investigated the use of avatars to provide embodied representations of
users in the virtual environment. Current systems can now create highly realistic
avatars with simple technical setups, such as those proposed by Bartl et al. [Bar+21].
However, other authors prefer using low realism or cartoon-like avatars [FM21;
KMI19], as realistic avatars can induce an Uncanny Valley effect [MMK12]. There
is not a clear consensus regarding the impact of these two approaches on social
presence, and it could highly depend on the collaborative context, as highlighted
by Yoon et al. [Yoo+19]. In addition, a few systems have used live video [Ben+95]
or real-time 3D reconstruction [Bec+13] to represent users in virtual environments
(Figure 2.4-a). Congdon et al. [Con+23] compared the effects of video and 3D
avatar representations on user trust in a CVE. The results are not clear-cut, but
it appears that animated 3D avatars can perform as well as full-body video and
better than head-and-shoulder video. Once again, the collaborative context and the
environment surrounding the users’ representations are likely to have significant
effects on these results, and further studies would be required.

While remote users can interact in CVEs using the individual interaction tech-
niques presented in Section 2.2.2, additional techniques can be useful to support
collaborative practices. In particular, it is crucial to manage conflicts that may arise
when users manipulate the same virtual objects and to allow cooperative manip-
ulation of these objects. To prevent conflicts, Spacetime [Xia+18] creates a parallel
version of objects whenever a conflict occurs. Users can thus manipulate their own
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Figure 2.4: Collaborative interaction in virtual environments: (a) a World-In-Miniature is
used to move collaborators in the environment (Figure from Beck et al. [Bec+13]),
and (b) a specific teleportation technique enables a group to travel together
while adjusting its spatial formation (Figure from Weissker et al. [WF21]).

version of an object and review all the created versions before choosing the final one.
Pinho et al. [PBF02] propose to combine users’ actions by separating the degrees of
freedom they control. To enable simultaneously manipulation of the same degrees
of freedom, Noma and Miyasato [NM97] used a physical simulation to compute
the force applied by each user to the virtual object. SkeweR [DLT06] enables two
users to simultaneously grab a virtual object using two control points. The position
and orientation of the object are determined by the positions of these control points.
Aguerreche et al. [ADL09] suggest adding a third control point to more precisely
manipulate the object orientation along the three axes. One user thus manipulates
two control points, while the other manipulates the third one. During my PhD, I
used this 3-hand manipulation technique to assess the co-manipulation of a shared
virtual object by two remote users in CAVE-like systems [Fle+12].

Collaboration navigation in CVEs can be challenging because it can be difficult for
users to meet and travel together in the virtual environment. It is even more complex
when teleportation is involved, as collaborators may disappear when they “jump”
to another location in the environment. To overcome this issue, Spacetime [Xia+18]
proposes to use parallel versions of the collaborators’ avatars. When a collaborator
teleports, a parallel avatar remains at the original location, allowing any user to
select it and follow the collaborator. Additionally, Spacetime enables users to create
a parallel avatar by grabbing a collaborator’s avatar. Users can move this parallel
avatar to a new location where they want to show something to the collaborator.
The collaborator then receives a notification and can decide to travel automatically
to this new location. A World-In-Miniature (WIM), originally proposed by Stoakley
et al. [SCP95], is also a convenient way of moving collaborators in the virtual
environment by manipulating their 3D representation in the WIM, as shown by Beck
et al. [Bec+13] (Figure 2.4-a). To support group navigation, Weissker et al. [WBF20]
designed a teleportation technique that allows two users to travel together while
adjusting their spatial formation. Later, they extended this technique to support
groups of up to ten users [WF21] (Figure 2.4-b).
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2.4 summary

This related work section defined large interactive spaces by providing a selection
of relevant work on wall-sized displays, immersive virtual reality systems and
augmented reality spaces. It also described the main characteristics of the interactive
systems that I used in my research.

Moreover, I presented examples that illustrate interaction and collaboration
aspects in such large interactive spaces. Some previous work introduced interaction
techniques for managing a large amount of 2D content on wall-sized displays,
while others proposed techniques for navigating and interacting with 3D content
in mixed reality environments. Although the content differs between these two
contexts, there are similarities in terms of interaction, especially regarding pointing
techniques or other techniques to interact at a distance, such as portals or tangible
props. These similarities arise from the fact that users interact within a 3D space in
both cases. Nevertheless, it is worth noting that no standardized interaction exists
in these systems and that techniques usually need to be customized to suit specific
application contexts. It is also interesting to observe that only very few techniques
offer true collaborative interaction among co-located users.

Finally, I surveyed previous work on remote collaboration across large interac-
tive spaces, including telepresence systems and collaborative virtual environments
(CVEs). For telepresence, some systems focus on accurately conveying gaze direc-
tion, while others provide users with the ability to share and interact with digital
content. However, none of these systems deal with very large interactive spaces,
where multiple users can both move freely and interact with shared content from
various physical locations. For CVEs, some previous work has explored how avatars
can enhance mutual awareness among remote users. While video can be valuable
in certain collaboration contexts, only a few systems integrate video into mixed
reality environment. It is also worth noting that a large body of work on CVEs
has focused on interaction in collaborative virtual environments, allowing users to
collaboratively manipulate virtual objects and navigate in the virtual environment.
Telepresence systems and CVEs offer different advantages, depending on the collab-
oration contexts and application domains. Nevertheless, almost no previous work
has attempted to combine the two approaches by connecting users of heterogeneous
devices, including both immersive and non-immersive systems.
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F R O M I N T E R A C T I O N T O C O L L A B O R AT I O N I N A S H A R E D
I N T E R A C T I V E S PA C E

Large interactive spaces are powerful tools for fostering collaboration on both
digital and physical content, as they can accommodate multiple users within the
same system. In these spaces, users can easily perceive each other’s activities, share
information and distribute tasks. Nevertheless, providing all users with appropriate
interaction capabilities is a fundamental prerequisite for an effective collaboration.

Although large high-resolution displays and mixed reality technologies are be-
coming more mature and widespread, interaction in such systems remains a chal-
lenge. On the one hand, novel interaction paradigms are needed to enable users to
fully exploit the specific features of these technologies. In particular, the paradigms
must handle large visualization spaces and 3D interaction, while allowing users to
move freely within the system and interact from multiple locations. On the other
hand, these paradigms need to be designed considering the collaborative nature
of the interaction from the outset. They must enable all users to act together with
similar capabilities, while managing conflicts that may arise when users interact
with the same content and occupy a shared space.

In this chapter, I present my research on interaction and co-located collaboration
within a shared interactive space. This work addresses three fundamental aspects
of large interactive spaces by investigating (i) how users can handle a large visual-
ization space, (ii) how they can interact in a 3D space, and (iii) how they can take
advantage of the large physical space surrounding them. This chapter is divided
into three sections, each covering a different aspect. For each aspect, I first propose
interaction paradigms that leverage the specific features of the system and support
multiple users. I then study how these paradigms impact collaboration and how
they can be extended to further enhance collaborative interaction. This chapter
emphasizes the application of the proposed interaction paradigms to various col-
laborative design scenarios, including 3D sketching, computer-aided design (CAD)
and industrial assembly tasks. Although it provides domain-specific solutions for
managing complex data, facilitating 3D interaction and enhancing collaboration,
these paradigms can be adapted to a wide range of contexts and data types.

3.1 handling the large visualization space

Ultra-high-resolution wall-sized displays can present large amounts of visual infor-
mation with a high level of detail, as presented in Section 2.1.1. However, interacting
with such large visualization spaces requires specific techniques that provide a
wide range of actions along with a high degree of precision. Touch interaction
is a relevant option for interaction with wall-sized displays, as it satisfies these
requirements while also enabling multiple users to interact simultaneously from
different locations. Nevertheless, touch interaction techniques need to be redesigned
to suit wall-sized displays, as standard touch-based techniques are mainly designed
for single users with small handheld devices or horizontal screens.
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While most previous work about interaction with wall-sized displays concentrates
on 2D content (Section 2.2.1), the benefits of wall-sized displays can be extended
to 3D data. This section targets a collaborative scenario in which a design team
wants to create and explore numerous alternatives of 3D computer-aided design
(CAD) objects on a wall-sized display. The first subsection focuses on the design of
touch-based interaction to manipulate 3D objects on a vertical display. This work
was published at VRST 2016 [LF16]. The second subsection investigates how touch
interaction can be used to generate and distribute multiple design alternatives of
a CAD object on a large display. Building on these outcomes, the last subsection
presents a collaborative system that supports collaborative exploration of CAD
data on a wall-sized display, and evaluates its benefits. This last study leads to
more generic recommendations on how a large visualization space can be shared
to enhance collaboration and empower users to perform complex tasks. The work
described in these last two subsections was published at CHI 2020 [Oku+20].

3.1.1 Multi-touch 3D interaction on a vertical display

We explored the design of touch-based interaction for users interacting with 3D
content while standing in front of a large wall-sized display. This scenario is
motivated by the increasing availability of large multi-touch screens in meeting
rooms, classrooms or public spaces. Multi-touch interaction provides a relevant
solution for manipulating 3D objects in such contexts, as it can be easy to use and
learn even for non-experts. It also does not require additional hardware beyond
what is already embedded in the device.

Previous work has investigated touch-based 3D interaction on standard devices
such as smartphones, tablets or tabletops. It proposes several solutions to perform
6-degree-of-freedom manipulation of 3D objects, such as mimicking direct 3D
manipulation on the objects [RDH09; HCC09; JSK12] or combining different touch
inputs to control separated degrees of freedom (DOF) [HCC07; MCG10a]. Other
studies demonstrate that controlling separated DOF [HCC07] or separating the
control of translation and rotation [MCG10b] improves the performance of the
3D manipulation. While these outcomes are still valid for wall-sized displays, the
proposed techniques must be adapted to the new constraints introduced by such
devices. In particular, touch input techniques that require the use of several fingers
from the same hand may not be convenient when users need to perform actions at
the top or bottom of a large wall-sized display. Additionally, long drags across the
screen should be avoided to prevent user fatigue.

Other studies have explored touch interaction on large displays for 3D navi-
gation [Yu+10] or 3D data exploration [Lop+16; Cof+12]. However, most of the
proposed techniques consider that users stay static in front of the display or re-
quire control devices such as tablets or tabletops. In the context of meeting rooms,
classrooms or public spaces, we want to design solutions that do not require these
additional devices and instead rely solely on direct interaction with the display.

We designed In(SITE) [LF16], an Interface for Spatial Interaction in Tactile En-
vironments, to explore touch-based 3D interaction on wall-sized displays. This
technique combines bimanual touch interaction and object teleportation features to
enable users to perform 6-DOF manipulation on a large vertical display. In(SITE)
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Figure 3.1: 6-degree-of-freedom manipulation of a 3D object on a multi-touch wall-sized
display with the In(SITE) technique: the user performs (main picture) x and

y translations, (a) z translation, (b) roll rotation, and (c) pitch and yaw rotations.

focuses on the selection, translation and rotation of 3D objects, but does not include
scale modification in this first version.

In(SITE) provides a widget divided into several areas that enable separate manip-
ulation of the different DOF (Figure 3.1). When users touch the screen, a raycast
is performed in the 3D virtual environment starting from their head position and
passing through the touch point on the screen. If the ray hits an object, the object is
selected and the widget appears under the finger if it stays in contact with the screen
for at least 1s (long touch). Users then control the x and y translations in a plane
parallel to the screen by moving this primary finger. The z translation is controlled
by touching outside the widget with any finger of the other hand. As this secondary
finger moves closer to the primary finger, the object moves closer according to the
ray axis, and vice versa. This interaction is inspired by the Z-technique [MCG10a].
For rotation, the lower area of the widget allows users to control the roll with the
secondary finger by doing curved gestures, following the object rotation. The upper
area allows users to manipulate the yaw and pitch with the secondary finger by
doing respectively horizontal and vertical movements. The yaw and pitch rotations
can be combined by performing diagonal movements.

To avoid long drags across the screen, In(SITE) includes teleportation features to
achieve object translation over large distance. Users first need to select an object
with a short touch (less than 1s), instead of the long touch used to display the
widget. The object color is changed to provide feedback that it has been selected.
Once users have selected an object, they can teleport it anywhere in the virtual
environment using two methods:

• A short touch at the destination, either on the floor or on another object,
makes the object fall from above the destination. This method is particularly
useful for virtual environments with physical simulation, as the object can be
stacked on top of other objects.

• A long touch at the destination makes the object appear under the finger,
at the location defined by the intersection between the ray and the virtual
environment. The interface then switches to manipulation mode and displays
the widget, allowing users to perform final position adjustments. This method
is especially useful when users want to reach a precise position for the object.
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We conducted two controlled experiments to assess the usability and performance
of In(SITE) in comparison to a standard virtual ray technique, also known as the ray-
casting technique [JFH94; Min95]. We selected this technique as a baseline because
it is widely used in many virtual reality applications and particularly relevant
for moving objects over long distances in large visualization spaces. To overcome
certain limitations of the virtual ray technique for 3-DOF rotation and ensure a fair
comparison, we augmented the technique with a feature that enables rotation along
a vertical axis. Both experiments were performed on a 5.90m × 1.96m wall-sized
display (see description of the Wilder system in Section 2.1.1). This wall-sized
display does not support stereoscopic vision, but we implemented motion parallax
to improve depth perception. Both experiments involved 16 participants each, and
focused on a docking task with targets positioned on the floor or in mid-air. We
hypothesized that the virtual ray would be faster for translation, whereas In(SITE)
would be more accurate for fine adjustments, especially when rotation is involved.
We also predicted that the teleportation can improve both techniques for translation.

The first experiment used spheres for the docking task, assessing only transla-
tion. It compared In(SITE) and the virtual ray technique, both with and without
teleportation. The results did not show a significant effect of the techniques on the
task completion time and the mean values were almost similar, suggesting that
participants reached close levels of performance with both techniques. However,
In(SITE) led to significantly fewer overshoots than the virtual ray while adjusting
the final position of the object. This is confirmed by the subjective questionnaire
which reported that participants found In(SITE) easier to use and more precise.
In addition, this questionnaire showed that participants preferred both techniques
with teleportation and considered them easier to use and less tiring than the ones
without teleportation.

The second experiment used edges, including rotation in the task. It compared
In(SITE) with the virtual ray technique, but did not include teleportation as the task
involved only short translation. The results did not reveal a significant effect of the
techniques on the task completion time, but In(SITE) also led to significantly fewer
overshoots than the virtual ray for this task.

Overall, these experiments suggest that In(SITE) can be an alternative for interact-
ing with 3D content on wall-sized displays, as participants reached close levels of
performance and better precision for fine adjustments with In(SITE) compared to
a standard virtual ray technique. According to participants’ feedback, the telepor-
tation feature improves translation tasks in terms of ease of use, fatigue, and user
preference. However, In(SITE) is a first prototype, which can be further improved.
In particular, additional work would be required to investigate other designs of the
widget, adjust transfer functions for indirect interaction and adapt the technique to
stereoscopic display by following the guidelines presented by Valkov et al. [Val+11].

3.1.2 Interaction with numerous design alternatives

In the context of industrial design, we focused on using touch interaction to
explore a large number of design alternatives on a wall-sized display. The first
objective was to enable non-experts in computer-aided design (CAD) to modify
such parametric models and to generate many design alternatives, using simple
touch interaction instead of specifying complex geometric parameters. The second
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Figure 3.2: Interaction with ShapeCompare: when users select a part (Selection), the system
displays a set of design alternatives on a row of the screen (Display). All
alternatives can be scrolled up and down with a three-finger drag (Slide shapes)
and rotated in 3D with the In(SITE) widget (Rotation). A specific alternative can
be selected with a two-finger long press (Update 2nd screen) and displayed in
context on another screen.

objective was to provide them with a solution for distributing and comparing
these design alternatives by taking advantage of the large visualization space
available. The target scenario was a co-located collaborative design situation, where
a multidisciplinary design team, including designers, engineers, and ergonomists,
wants to evaluate and adjust product designs using digital mock-ups, as described
by Mujber et al. [MSH04].

Several interaction techniques have been proposed to assist designers with draw-
ing and sketching during the early stages of the design process, including immersive
drawing [Isr+09; SH16], surface modeling [Fio+02], digital tape-drawing [Bal+99;
Gro+01; Fle+04; KZL07] and rapid prototyping with bimanual interaction [Ara+13].
However, only a few techniques target detailed design stages requiring the modifi-
cation of parametric CAD models. A CAD model is a solid model defined by a set
of mathematical operations (e.g., extrusion and boolean operations) applied to 2D
sketches. Unlike drawing or surface modeling, modifying CAD models requires to
manipulate parameters, which necessitates extensive training. Although some solu-
tions enable non-experts to modify CAD data [Mar+17; Cof+13], they are limited to
a single CAD model and do not support the generation of new alternatives.

We designed ShapeCompare [Oku+20] to meet the following criteria: (i) interac-
tion in a large space, (ii) native CAD data modification and (iii) multiple-design
comparison. We first implemented a service which generates multiple alternative
shapes by varying parameter values of a native CAD model. This service can load
native CAD files, modify parameters on request, and send back tessellated meshes
using the CAA API of CATIA V5

1. It also maintains a direct link between the 3D
mesh parts and the CAD parameters using a labeling concept [CB04].

We created a first prototype to generate and visualize new design alternatives
on a wall-sized display. For shape generation, users touch the part they want to
change on a displayed shape (Figure 3.2). If the part can be modified, it turns green
and the system requests a set of new alternatives by varying the CAD parameter
related to this part. In this first version, we defined a minimum and maximum
parameter value for each part, and chose a predefined number of values equally
distributed within the range. For visualization, new shapes are distributed on
an entire row of the screen, above other versions of the CAD model. Each row
represents a set of design alternatives for a specific modification. Users can scroll
up or down the alternatives using a three-finger interaction, and thus see the full

1 https://www.3ds.com/products-services/catia/

https://www.3ds.com/products-services/catia/
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Figure 3.3: User study setup: the target shape is displayed with a transparent yellow color
in a realistic environment on an external screen next to the wall-sized display.

design history. Users can also select a part of any shape in the design history and
restart modification from that shape. To handle 3D objects, users can rotate the
alternatives by using the widget provided by In(SITE) (Section 3.1.1). The rotation
of all alternatives is synchronized to maintain a similar same viewing angle.

To assess this first prototype, we conducted a user study and brainstorming
session with five students from the civil engineering department of our university.
Although they were not CAD experts, they had knowledge of parametric modeling
and design process. They had to modify a car rear-view mirror with ShapeCompare to
reach a given target shape within a 5-minute time limit. They could select a specific
alternative with a two-finger long press on the wall-sized display and visualize it
in an automotive cockpit on an external screen (Figure 3.3). The target shape was
overlaid with a transparent yellow color on this external screen, simulating the
design skills of experts assessing alternatives in a realistic environment.

We evaluated our design through the observations of participants’ behaviors and
interviews. Overall, participants appreciated the interaction techniques and found
the system to be beneficial for novice users as it does not require understanding or
manipulating parameter values. They also found the shape visualization nice and
helpful in generating new ideas. All participants agreed that, although ShapeCom-
pare has limited functionalities and cannot replace traditional CAD software, it is
valuable for adjustments that do not require changing the entire design intent.

The study outcomes helped us identify the main issues that the participants faced.
Firstly, all of them found it difficult and frustrating to understand how part selection
affects shape deformation. Secondly, they often needed time to find out how the
generated shapes on the new row are different from the one they selected. Because
the parameter values used to generate shapes are always distributed between a fixed
minimum and maximum, the initial shape on the new row is not displayed above
the previously selected one, but at a random position. Aside from these issues,
participants often had difficulty distinguishing differences between neighboring
shapes, especially for the radii of corners, top, and bottom parts.

Based on these results, we then redesigned ShapeCompare to improve: (i) under-
standing of shape modification and (ii) visualization of design history. For the
first aspect, we drew inspiration from the Suggestive Interface [IIH07] and created
a widget that shows small thumbnails presenting the minimum and maximum
shape modification for all parameters of each part (Figure 3.4-left). This widget
becomes visible when users select a shape, and allows them to choose a thumbnail
for generating the corresponding set of design alternatives. For the second aspect,
we changed the way the system generates design alternatives to ensure that the
selected shape always appears in the middle of the new row, with equal numbers
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Figure 3.4: Updated version of ShapeCompare: (left) the selection widget shows small thumb-
nails with minimum and maximum shape modifications for all parameters and
(right) all selected shapes are displayed in the middle of the next row to improve
the visibility of the design history.

of alternatives displayed on both its left and right sides (Figure 3.4-right). Instead
of defining a fixed minimum and maximum for the parameter values, we defined a
specific offset for each parameter. The system thus generates the shapes by incre-
mentally increasing and decreasing the parameter by the offset. Consequently, the
middle column gathers all the previously selected shapes, allowing users to easily
track the progression of modifications.

In summary, we employed an iterative design process involving potential users
to create a custom interaction technique that facilitates CAD model exploration for
non-experts. Our objective was to challenge the traditional design methodology
in which users iterate on a single model. Instead, we proposed a solution that
allows users to generate many design alternatives and explore them on a wall-sized
display. Although we studied this approach in a specific context, visualizing “small
multiples” on a wall-sized display could be extended to other contexts as long as
parameter variations are involved. For instance, it can be applied to generative
design [Che+18; Kaz+17] in which users can specify preferred designs to an Artificial
Intelligence, or physical simulations such as weather predictions in which users
can run several simulations with varying parameter settings. Furthermore, our
approach is valuable for collaborative design, as it allows multidisciplinary teams,
including non-CAD experts, to explore, compare, and reflect on design alternatives.
I detail such a co-design scenario in the following subsection.

3.1.3 Collaborative data exploration on a large display

We aimed to investigate the potential benefits of using a wall-sized display to
enhance collaboration within design teams during review meetings. Most of the
time, the design process is iterative and relies mainly on two steps that involve many
stakeholders: design discussion and CAD data adjustment. We aimed to create a
collaborative system using a wall-sized display that could merge these two steps. It
must enable multidisciplinary teams to collectively share and organize the large
visualization space for generating and comparing numerous design alternatives.

Review meetings are a crucial aspect of the industrial design process. They typi-
cally take place in interactive systems that provide a full-scale design visualization,
a large interactive space and a collaborative environment. For example, Portfolio
Wall [Bux+00] displays different designs as tiled thumbnails on a large screen, mim-
icking traditional wall-mounted corkboards. Khan et al. [Kha+05] propose a tool
that highlights the area where users need to pay attention on a projected display,
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Figure 3.5: ShapeCompare enables multidisciplinary experts to generate and explore a large
number of design alternatives on a wall-sized display.

thereby facilitating group meetings. Additionally, several virtual reality systems can
display CAD data [Ber99; Ran+01; Rap+09]. However, all these systems limit users
to comparing just a few static design alternatives during each review meeting, and
these alternatives usually need to be prepared beforehand. Consequently, designers
are unable to explore new ideas by generating and modifying design alternatives of
CAD data in real time during the meeting. This limitation hinders their creativity
and forces them to rely on a time-consuming iterative process. A few systems enable
users to modify native CAD data [Mar+17; Oku+18a], but they focus on deforming
a specific CAD model and do not consider the generation of new alternatives.

We used ShapeCompare [Oku+20] to create a collaborative system enabling multi-
ple users to generate a large number of design alternatives, distribute them on a
large wall-sized display and collaboratively compare them (Figure 3.5). This system
relies on the interaction techniques described in Section 3.1.2. In such context, the
wall-sized display is an efficient tool to show multiple variations of a same object,
foster design discussions among multidisciplinary experts and enable them to
explore more alternatives without using a conventional CAD system.

We conducted a controlled experiment comparing ShapeCompare with another
visualization technique suitable for standard screens, called ShapeSlide. ShapeSlide
displays only one shape at a time and enables users to change the shape displayed
at the center of the screen with a sliding gesture. We used the same wall-sized
display for both conditions (see description of the Wilder system in Section 2.1.1)
in order to reduce bias that could be introduced by different devices, participants’
positions, or interaction techniques. However, only a small part of the wall-sized
display was used for ShapeSlide, simulating the use of a smaller screen. 12 pairs of
participants performed a constraint solving task with both conditions. This task
was based on actual industrial practices and involved modifying a car rear-view
mirror, simulating expert negotiation on various design criteria. Due to difficulties
in accessing actual industrial designers, we controlled participants’ expertise by
giving them individual design criteria based on simple numerical values computed
by the system. In each pair, the first participant focused on the general properties
of the mirror shape, such as aspect ratio and asymmetric balance, while the second
concentrated on the mirror reflection, including visibility and size of the reflective
area. The task ended when the design satisfied each participant’s criteria, and when
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they both agreed on it. We hypothesized that participants would find the right
design faster and with fewer iterations with ShapeCompare than with ShapeSlide.

The main results show that pairs of participants reached the right design sig-
nificantly faster with ShapeCompare than with ShapeSlide. The questionnaires also
highlight that ShapeCompare was perceived as more helpful for communicating with
the partner, and generally preferred by participants. The smaller task completion
time with ShapeCompare could be explained by this better communication between
participants. This is supported by the significantly larger number of deictic instruc-
tions used by participants with ShapeCompare than with ShapeSlide. The alternatives
of ShapeCompare were often used as references for communication and help partici-
pants convey their ideas. On the contrary, more words related to Magnitude were
used with ShapeSlide (e.g. "much more" or "a bit less"), as they needed to describe
their requirements verbally or with their hand gestures. It demonstrates that the
alternatives of ShapeCompare help collaborators build a common ground, as defined
by Clark [CB91], and thus minimize communication costs. Finally, the results from
the NASA TLX questionnaire did not show significant differences between condi-
tions, which suggests that displaying lots of alternatives with ShapeCompare does
not substantially increase the cognitive load of participants.

In summary, this work investigates co-located collaboration on a wall-sized
display in the context of industrial design. We used ShapeCompare to create a
collaborative system that enables multiple users to generate numerous alternatives
of a CAD model and distribute them on the wall-sized display. In a controlled
experiment, we demonstrated that visualizing many alternatives on a wall-sized
display enhances design exploration and negotiation by increasing the common
ground among collaborators. These findings can be extended to more generic
contexts involving the comparison of multiple alternatives. In particular, the concept
of “small multiples” holds promise for facilitating multidisciplinary teams in
collaboratively exploring, discussing, and reflecting on their ideas using a wall-sized
display. The current system remains a research prototype, which leaves plenty of
space for exploration and improvement in terms of visualization and interaction.
For instance, investigating additional methods for classifying and merging relevant
design alternatives is a potential direction for future research.

3.2 interacting in a 3d space

Large interactive spaces enable users to interact in a 3D space, as most of them
can detect user positions and gestures with advanced tracking systems, such as
infrared or "Inside-Out" tracking systems. 3D interaction has long been employed in
mixed reality for interacting with 3D content in virtual environments (Section 2.2.2).
However, it can also be valuable even if the content is visualized on 2D displays.
For example, 3D interaction with a physical prop representing a brain was used to
control brain scans displayed in 2D on a wall-sized display [Bea11]. Moreover, 3D
interaction offers many opportunities in collaborative contexts, supporting multiple
users interacting in the same space and providing them with their own interaction
area. It can also allow collaborative interaction as users can manipulate together
virtual objects in the 3D space [ADL10b; ADL10a]. Despite its advantages, 3D
interaction needs to be adapted to its application contexts, as no standards yet exist.
Designers should also consider that it may be imprecise and tiring for users if no



3.2 interacting in a 3d space 28

precautions are taken. When multiple users interact in the same 3D space, sharing
the space may not be obvious, potentially leading to conflicts.

In this section, I explore 3D interaction in various design scenarios. The first
subsection focuses on 3D interaction for modifying parametric CAD objects in the
context of industrial design. The objective is to enable non-CAD experts to perform
direct physical actions on the 3D shape of CAD objects in immersive virtual reality
systems. This work was published in Frontiers in Robotics and AI [Oku+18a] and in a
book chapter [Oku+21]. The second subsection investigates collaborative sketching
in augmented reality. It presents a system that allows several users to interact with
multiple versions of 3D content in the same physical space, managing conflicts and
fostering creativity. This system was published at IHM 2023 [FFT23].

3.2.1 CAD object deformation with physical actions

We focused on techniques to modify parametric CAD data in large immersive
VR systems. Our goal was to allow users to move around 3D CAD objects, feel
them through haptic feedback, and modify them by performing physical actions
on their surface. We targeted a scenario where non-CAD experts, such as stylists
or designers, want to make simple modifications to CAD objects during a product
review session in an immersive system.

While it is possible to create and modify primitives and meshes using shape-
based interaction [Fio+02; De +13], applying these interaction techniques to CAD
data is challenging due to the unpredictable object deformation resulting from
parameter changes. A few VR-CAD applications enable users to modify native CAD
data in an immersive system [Bou+10; Mar+17], but they do not support direct
interaction with the CAD object shape. For instance, Martin et al. [Mar+17] use a
one-dimensional horizontal gesture to increase or decrease a parameter value.

We developed ShapeGuide [Oku+18a; Oku+21], which enables users to deform
CAD objects by directly pushing or pulling object surfaces in the virtual environ-
ment (Figure 3.6-right). It can include haptic feedback to enable users to feel the
CAD object shapes and to increase the precision of deformation actions in the
3D space. To begin the modification process, users must first select the specific
part of the CAD object that they want to modify. To handle the “unpredictability”
of the shape deformation when modifying CAD parameters, a dedicated service
computes a large number of possible shapes from a set of discrete parameter val-
ues associated with the selected part (Figure 3.6-left). This mesh pre-computation
introduces a loading time after the selection to ensure real-time interaction later. In
our prototype, this operation takes a few seconds, but this time can be significantly
reduced with more powerful hardware and parallel mesh generation. Once the
system has generated the set of shapes, users can explore them using a 3D hand
motion. The system computes the distance between users’ hand position and the
nearest point on each generated mesh. It thus displays the closest mesh to the hand.
If provided, haptic feedback is computed as an attractive force to the nearest point
of each generated mesh using a magnetic force inspired by [Yam+02]. This haptic
feedback attracts the user’s hand to the surface of the closest mesh, keeping the
hand steady on one mesh or guiding it toward neighboring meshes.

In a controlled experiment, we compared ShapeGuide to the one-dimensional
horizontal scroll technique previously used by Martin et al. [Mar+17]. The direction
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Figure 3.6: (Left) ShapeGuide precomputes several meshes of a rear-view mirror and se-
lects the displayed shape according to the user’s hand position Phand. (Right)
ShapeGuide allows users to modify the rear-view mirror shape using physical
actions with haptic feedback, while immersed in a virtual car cockpit.

of the scroll was static and may not be consistent with the shape deformation
in most cases. We also evaluated the effect of haptic feedback assistance on both
techniques. 16 participants had to deform a car rear-view mirror to reach a target
shape displayed in transparent yellow. The experiment was conducted in a CAVE
system (see description of the Eve system in Section 2.1.2). Participants could
interact everywhere in the CAVE with a Virtuose haptic arm mounted on a Scale1
carrier. When no haptic feedback was provided, the haptic device let participants
interact with zero force and resistance. We hypothesized that participants would
perform the task faster and be more likely to start the deformation in the correct
direction with ShapeGuide than with the scroll technique. We also predicted that the
haptic feedback would improve the accuracy of both techniques.

Results demonstrate that ShapeGuide is 42% faster than the scroll technique for
the rear-view mirror deformation. This improvement can be explained by a better
consistency between shape deformation and user hand motion. In particular, we
observed that ShapeGuide reduces by 80% the chance that participants move their
hands in the wrong direction at the start of their gesture. Additionally, participants
perceived ShapeGuide as less mentally demanding, less frustrating, less difficult to
use, and preferred it over the scroll technique.

The main limitation of ShapeGuide is that it tends to produce more overshoots
than the scroll technique, especially for parts where the shape variations are close
to each other in 3D space. An overshoot occurs when participants reach the target
shape but continue their gesture beyond it, causing them to move to the next shape
and then come back. However, the results also show that haptic feedback reduces
the number of overshoots for both techniques. Therefore, it can be an effective
solution to improve the precision of ShapeGuide.

Overall, ShapeGuide provides an effective solution for deforming CAD objects
within an immersive VR system, enabling physical actions to be performed di-
rectly on the object 3D shape. It can enhance the current industrial design process
by allowing non-CAD experts to modify CAD objects without requiring an in-
depth understanding of the CAD data internal organization. This will help avoid
time-consuming iterations and potential misunderstandings that can occur when
designers have to request modifications from CAD engineers. However, further
work is still needed to improve mesh generation. It would be important to re-
duce generation time and allow users to select the number of generated meshes
and the scale level of CAD parameter changes. Additionally, further evaluation of
ShapeGuide with other industrial CAD models would be necessary.
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3.2.2 Collaborative sketching in augmented reality

Large augmented reality spaces are valuable solutions for collaborative design, en-
abling co-located users to create virtual content that overlays their shared physical
space. However, conflicts arise when several collaborators want to add or modify
virtual content around the same physical objects. Although sharing content among
collaborators is crucial in the creative process [Wal+20], others’ content can some-
times distract users and hinder their creativity [GBR12]. Our objective was to create
a system that helps multiple users share an augmented reality space, allowing them
to independently develop their own virtual content while remaining aware of each
other’s activities and productions.

A wide range of research work focuses on co-located collaboration in mixed
reality. Typically, users see and interact with identical virtual content, but a few
systems introduce the ability to access or switch between simultaneous versions of
this content. In Slice of Light [Wan+20a], multiple learners are immersed in distinct
virtual environments while being co-located in the same physical space. The system
allows the teacher to switch between all the environments by moving in the physical
space. Photoportals [Kun+14] propose creating portals to access different locations in
time or space within the virtual environment. Spacetime [Xia+18] uses containers to
store and manipulate multiple versions of virtual objects, avoiding conflicts during
concurrent manipulation in virtual reality. VRGit [Zha+23] provides a tool similar
to a version control system to manage various versions of a virtual environment,
thereby facilitating collaborative editing. However, these systems only address
virtual reality, and do not take into account the relationship between virtual content
and physical space, which is a crucial aspect of augmented reality.

Among previous work related to augmented reality, Looser et al. [LBC04] intro-
duce magic lenses that display different layers of virtual content. However, they
focus on the technical aspects and do not explore how these layers could be useful
for collaboration in a creative process. The concept of Duplicated Reality [Yu+22]
proposes to duplicate a portion of the physical world into an interactive virtual
copy located elsewhere in the augmented reality space. By annotating this virtual
copy, a user can guide another user who is performing actions in the physical world
without disturbing them. While this system prevents conflicts during interaction, it
does not handle multiple versions of the virtual content.

We developed a conceptual framework [FFT23] for co-located collaboration in
augmented reality. This framework targets design scenarios where collaborators
use physical objects as context, landmarks or guides to create 3D virtual content.
It allows multiple versions of the virtual content to be associated with a single
physical object, potentially representing multiple design alternatives. Users have
the freedom to independently control which versions they perceive, and create their
own versions without being constrained by those of others. They can also decide to
share or not their versions, depending on the stage of the design process.

We reify each version as a Version Object, following the concept of reification
proposed by Beaudouin-Lafon and Mackay [BM00]. Version objects are interactive
representations that take the form of semi-transparent spheres containing a preview
of the related virtual augmentations (Figure 3.7-c). Users have the ability to grab
Version Objects and move them into space. Version Objects can thus be grouped
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Figure 3.7: Creation of a Version Object: (a) a user grabs the 3D augmentations of a physical
object. (b) This action creates a new Version Object with a preview of the aug-
mentations. The Version Object can be moved and (c) stored in the AR space.

together in space, compared with each other, shared between collaborators and
applied to the appropriate physical objects.

Users can create a Version Object by performing a grabbing gesture on a specific
physical object at any time (Figure 3.7-a,b). This new Version Object represents the
state of the object virtual augmentations at the time of its creation, similar to a
photograph taken by a camera. By creating multiple Version Objects, users have the
ability to capture various stages of their design process or save a version before
making edits. When a Version Object is created, only its creator can see and access it.
However, the creator can choose to share it with others.

Users can switch among different versions associated with a physical object by
grabbing a Version Object and dropping it onto the corresponding physical object.
This allows them to easily return to a previous version, explore various design
options that they have created, or review versions shared by others. Our framework
also provides users with the ability to simultaneously view multiple versions for
comparing design alternatives. They can use either a preview that superposes two
versions using transparency and color coding (Figure 3.8-a), or a 3D portal that
renders one version inside the portal and another one outside (Figure 3.8-b). This
portal can be freely moved in space by users.

To support collaborative design with Version Objects, the framework allows users
to synchronize or desynchronize the virtual augmentations they see on a physical
object. Desynchronization occurs when a user applies a specific Version Object to a
physical object, thereby switching to a different version of virtual content compared
to their collaborators. This feature can be useful to explore different design ideas
or to benefit from a private space. During desynchronization, modifications made
by collaborators are visible for a very brief period before fading out. This serves as
feedback of collaborators’ actions and indicates that the augmented reality space is
temporarily out of sync. Users can then re-synchronize the virtual augmentations
they see to work on the same content or share design ideas. Synchronization occurs
when a user requests to synchronize with a specific collaborator. Modifications
made by each user become visible to all. A preview mode also allows users to
glance at a collaborator’s version before deciding to switch to it.

We introduced a use-case scenario to illustrate the functionalities of our frame-
work on a concrete example. This scenario involves two fashion designers who aim
to create a new female jacket. They use augmented reality to sketch the virtual
outlines of the jacket in 3D on a physical sewing mannequin, which serves as a
support and guide for their creation (Figure 3.9). The two designers are co-located
in the same room and use AR headsets. Our framework gives them the opportunity
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Figure 3.8: Comparison of two Version Objects: (a) a pre-
view highlights differences between the cur-
rent and previewed versions, or (b) a 3D portal
allows users to explore differences between the
versions inside and outside the portal.

Figure 3.9: Co-located users
sketching in AR the
virtual outlines of a
jacket on a physical
sewing mannequin.

to explore their own design ideas, to share them with each other and to collabora-
tively review them. The scenario consists of two phases: an initial divergence phase
followed by a convergence phase, similar to what can be encountered in various
creative or engineering processes. During the divergence phase, the designers use
the desynchronized mode to individually create different design alternatives, but
they can still share Version Objects to draw inspiration from each other. During the
convergence phase, they switch to the synchronized mode to collaboratively review
existing alternatives and make use of preview and portal tools to compare them.
We implemented this scenario with two Hololens 2 headsets from Microsoft.

In conclusion, we propose a framework that supports the various phases of collab-
orative design in augmented reality. It enables co-located users to perceive distinct
versions of the virtual content associated with a physical object. These versions
are reified into Version Objects, allowing users to control the virtual augmentations
they see, explore their own design ideas, or share multiple design alternatives with
collaborators. We illustrated the framework capabilities through a fashion design
scenario, but its application can be extended to many design processes using aug-
mented reality. Future work should focus on a formal evaluation of our framework,
including its impact on the design process. In particular, the experience of co-located
users viewing different content considerably differs from regular practices and can
be disturbing. Therefore, further study is needed to understand how it influences
collaboration and whether it increases users’ cognitive load. Moreover, future work
should consider more advanced solutions to display and organize the Version Objects
in space. Drawing inspiration from the representations used by VRGit [Zha+23] in a
virtual reality context could be valuable. Finally, we could consider creating virtual
versions of physical objects using 3D reconstruction techniques, thus extending the
concept of Duplicated Reality [Yu+22].
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3.3 leveraging the large physical space

By definition, large interactive spaces provide users with a vast physical space in
which to move and interact. This physical space corresponds to the room or area
accessible to users in mixed reality systems, but also to the space available in front
of wall-sized displays or other 2D visualization systems. It offers valuable opportu-
nities to explore virtual content through physical navigation. Previous work showed
that physical navigation can improve spatial memory [JSH19] and performance
in visual search tasks [BNB07] on 2D wall-sized displays. Additionally, physical
navigation in mixed reality systems can provide users with vestibular cues that
enhance spatial understanding [LaV+17] and immersion [Uso+99], while reducing
cybersickness. When designing interaction in such systems, it is crucial to consider
the physical space surrounding users and maximize physical displacements.

In collaborative contexts, a spatial relationship naturally exists among users who
are co-located in the same physical space. This relationship needs to be considered
during collaboration interaction or preserved in virtual environments. For example,
when users equipped with VR headsets share the same room, preserving a con-
sistent mapping between their physical and virtual positions allows them to have
direct physical contact [Min+20] or co-manipulate shared physical props [SJF09]
while immersed in the virtual environment.

This section mainly focuses on immersive virtual reality systems. The first subsec-
tion investigates several techniques that enable users to be aware of their physical
space when navigating in a virtual environment. These techniques aim to optimize
the mapping between the physical and virtual spaces, thereby maximizing users’
physical displacements and enabling tangible interaction. These different results
were published at EuroVR 2019 [Zha+19], VRST 2020 [Zha+20] and at the Work-
shop on Everyday Virtual Reality at IEEE VR 2021 [Zha+21]. The second subsection
addresses a collaborative scenario in which multiple users independently navigate
in a virtual environment while remaining in the same physical space. It proposes
two collaborative navigation techniques that help users recover a consistent spatial
mapping between their physical and virtual positions when they need to interact
together. These techniques were published at IEEE VR 2022 [Zha+22].

3.3.1 Virtual navigation with physical space awareness

In the context of virtual reality systems, we aim to enhance immersion and interac-
tion by taking advantage of the large physical space surrounding users. In all VR
applications, this physical space, referred to as the users’ physical workspace in this
section, is mapped onto a specific region of the virtual environment. This spatial
mapping allows users to physically walk in the virtual environment and to perform
tangible interaction. Tangible interaction involves associating physical objects with
virtual counterparts and using them as substitutes to manipulate the virtual content
with passive haptic feedback [SVG15]. Such tangible interaction increases the sense
of presence in the virtual environment [Hof98].

The mapping between the real and virtual world is a fundamental issue in
every VR applications, and previous work has explored solutions to manage this
relationship. Some applications [Che+19; Sra+16] opt to have a fixed one-to-one
mapping between the real and virtual environments to avoid user collisions with
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Figure 3.10: (Left) suboptimal spatial mapping that can occur after teleportation: (a) a user
teleports themselves to interact with a virtual object without any knowledge
of their position in the physical workspace and (b) the object is still out of the
workspace boundaries after teleportation and cannot be reached. (Right) the
application establishes a consistent mapping between the physical workspace
and interaction areas: (c) a user teleports themselves to interact with a virtual
object included in an interaction area and (d) the mapping is established during
teleportation, allowing the user to walk and reach objects in the entire area.

the real world and grant direct access to all virtual objects. However, this approach
constrains the size and shape of the virtual environment. To address this limitation,
redirected walking [RKW01] or other view distortion techniques [SWK16] can
be used to map a large virtual environment to a smaller physical workspace
while allowing users to walk freely. Another approach is to use a self-overlapping
architectural layout which allows users to walk through multiple virtual rooms
while staying in the same physical room, as proposed by Impossible Space [Sum+12].
Nonetheless, these solutions may not be suitable for all applications since they
require a reasonably large physical space, and physically walking could also be
tiresome when users have to travel long distances.

Virtual navigation, such as teleportation, allows users to travel in a virtual
environment beyond their physical workspace boundaries. Some previous stud-
ies propose taking into account the users’ physical workspace as they navigate
in the virtual environment, modeling it as a virtual vehicle [BT02] or a virtual
cabin [Fle+10a]. However, virtual navigation alters the spatial mapping between
the physical workspace and the virtual environment. This mismatch can result in a
suboptimal mapping, causing users to unexpectedly reach the physical workspace
limits, restricting physical walking and reducing direct access to virtual objects (Fig-
ure 3.10-left). Consequently, users may need to repeatedly rely on virtual navigation
over short distances instead of using physical movements, which reduces immer-
sion. Additionally, virtual navigation can break the relationship between tangible
objects and their virtual counterparts. Redirected Teleportation [Liu+18] proposes to
combine teleportation and physical walking by maximizing the space available for
walking after each teleportation. To activate teleportation, users step into a portal to
reposition and reorient themselves away from the physical space limits. However,
this technique does not take into account the virtual objects that users need to
access and cannot handle tangible objects.

In this section, we aim to recreate a consistent mapping between physical and
virtual spaces in specific areas of the virtual environment after a virtual navigation.
The main idea is that users can travel long distances freely by using virtual naviga-
tion without any distortion or need for additional actions, such as entering a portal.
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However, when they need to interact with multiple virtual objects in the same
area, the application can assist them in establishing a consistent spatial mapping
(Figure 3.10-right). This enables users to directly access the objects by physically
walking in the consistent area. Furthermore, the application can help users recover
the spatial relationship between tangible objects and their virtual counterparts to
perform tangible interaction. We focused on teleportation since it is widely used in
VR applications, but this work can be extended to other navigation techniques. We
considered standard teleportation with instantaneous transition and no viewpoint
animation. Although it can lead to disorientation, this method is the most widely
used in VR applications to avoid motion sickness.

We considered three solutions for defining the spatial mapping. First, application
designers can specify the mapping in advance for specific areas when tasks are
predefined, such as for virtual escape games or VR training with assembly tasks.
For more generic applications, users can either choose the mapping manually or
select automatically generated areas based on the layout of virtual objects. Finally,
the mapping can be defined by the physical object positions for tangible interaction.

3.3.1.1 Mapping defined by application designers

As a first step, we investigated VR applications that involve predefined virtual object
manipulations taking place in specific areas of the virtual environment. Application
designers can thus position the interaction areas where manipulations will occur in
advance. These interaction areas have the same dimensions as the users’ physical
workspace and will be used to create a one-to-one mapping between these physical
and virtual spaces.

We introduced two switch techniques [Zha+19] based on teleportation to help
users recover the mapping between their physical workspace and the interaction
areas. In both techniques, users teleport themselves in the virtual environment by
using a virtual ray to point towards the destination. However, when users point
towards an interaction area, a specific representation is displayed to notify them
that a special teleportation technique will be triggered. This teleportation technique
adjusts the users’ position and the orientation at the destination, ensuring their
physical workspace matches the interaction area. Once users are teleported in this
area, they can physically walk to access all virtual objects of the area.

The two switch techniques use different representations to display the interaction
areas (Figure 3.11). The Simple switch shows a transparent cube with a green border
indicating the boundaries of the area. The Improved switch uses the same cube
representation, but it adds a semitransparent cylinder with a 3D arrow showing
the users’ future position and orientation in the area. This simplified avatar aims to
help users anticipate their future location in the area and avoid disorientation. The
avatar position and orientation are updated in real time, which means that users
can see their avatar moving in the interaction area if they physically walk in their
physical workspace before the teleportation.

We conducted a controlled experiment with 18 participants to compare the two
switch techniques with a standard teleportation technique used as a baseline. The
experiment was carried out using a CAVE system (see description of the Eve system
in Section 2.1.2). Participants completed a box-opening task in four separate rooms
connected by corridors. They traveled long distances between rooms using the
teleportation technique. In each room, participants followed instructions to open
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Figure 3.11: (a) standard teleportation technique: users’ future position is displayed on the
ground when they point towards the destination with a virtual ray. (b) Simple
switch: a predefined interaction area is highlighted when users point towards
it. (c) Improved switch: the representation included a semitransparent cylinder
with a 3D arrow showing users’ future position and orientation in the area.

three out of four boxes. The boxes were positioned in a U-shape in the room and
were included in the same interaction area. Participants could teleport themselves
either anywhere in the room with the baseline or within the interaction area with
the switch techniques. We hypothesized that both switch techniques would improve
task performance compared with the baseline. We also predicted that Simple switch
would be faster, but would increase disorientation compared with Improved switch.

Results highlight that helping users recover a consistent spatial mapping im-
proves performance and immersion. The two switch techniques significantly reduce
task completion time, the number of teleportations required to achieve the task,
and the collisions with physical workspace boundaries compared to the baseline.
Participants also reported that both switch techniques were less mentally and phys-
ically demanding than the baseline. When comparing the two switch techniques,
the Simple switch is faster than the Improved switch to perform the teleportation in
the interaction area because users do not need to look at the avatar. However, the
Improved switch seems to improve spatial understanding after teleportation as it
reduces the time and head rotation required to find the first box, although we did
not measure significant differences in the experiment.

In this work, we demonstrate the benefits of creating a consistent spatial mapping
between users’ physical workspace and specific regions of the virtual environment.
This approach is particularly useful in complex scenarios that involve large-scale
navigation and manipulation sub-tasks which require access to multiple objects
in the same area. We also evaluated the effect of showing a simplified avatar to
represent users’ future location after teleportation in the interaction area. It seems
that the avatar can be beneficial to reduce disorientation, even if it increases the time
needed to trigger the teleportation by a few seconds. However, additional studies
are required to fully assess the impact of the switch techniques on disorientation.

3.3.1.2 Mapping defined by users

Defining in advance the interaction areas where object manipulations will occur is
not possible for all VR applications. In this second step, we explored more generic
solutions that allow users to define by themselves the spatial mapping between
their physical workspace and a designated area of the virtual environment. The goal
is to make users aware that a virtual workspace related to their physical workspace
exists and to enable them to choose the position of their future virtual workspace
before each teleportation.
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Figure 3.12: Three manual techniques allow users to position their future virtual workspace
before the teleportation: (a) Exo-without-avatar, (b) Exo-with-avatar and (c) Ego-
with-avatar. The orange dotted line represents the rotation axis of the 3D volume
in this figure, but it is not visible to users in the virtual environment.

We designed both manual and automatic techniques to position this future vir-
tual workspace [Zha+20]. In manual techniques, users directly adjust the position
and orientation of a 3D volume representing their virtual workspace in the vir-
tual environment by using a virtual ray attached to a VR controller (Figure 3.12).
The intersection between the virtual ray and the virtual ground defines the 3D
volume position, while a circular gesture on the controller touch pad controls its
orientation. In automatic techniques, an algorithm computes a set of potential
virtual workspaces according to the layout of the interactable objects in the virtual
environment. Each virtual workspace alternative is represented by a 3D volume
which becomes visible when users point towards it. Users can thus browse these
alternatives and select the one they prefer with their virtual ray. In both types of
techniques, the virtual objects inside the 3D volume are highlighted to help users
understand what objects will be contained in their future virtual workspace. Once
users trigger the teleportation, they are moved to the selected virtual workspace
and can access all the virtual objects inside this workspace by physically walking.

In a first experiment, we compared three manual techniques (Figure 3.12):

• Exo-without-avatar implements an exocentric manipulation by allowing users
to move and rotate the 3D volume around its central axis.

• Exo-with-avatar uses the same exocentric manipulation, but also includes a
transparent avatar that shows users’ future position in the virtual workspace
after teleportation.

• Ego-with-avatar proposes an egocentric manipulation that also includes an
avatar. It uses the users’ future position (i.e., the avatar position) as the axis to
move and rotate the 3D volume. This technique can thus be perceived by users
in a different way: they move and rotate the avatar in the virtual environment,
and the 3D volume just indicates the space that would be available after
teleportation.

The purpose of this experiment was to evaluate the benefits of the avatar representa-
tion and to compare the exocentric and egocentric manipulations in terms of spatial
awareness and performance. 12 participants performed a simple task in which they
had to adjust their future virtual workspace position to enclose eight pillars, teleport
themselves inside this new virtual workspace, and touch a specific pillar displayed
in red. This last action was included to assess their spatial awareness. Participants



3.3 leveraging the large physical space 38

used an HTC Vive Pro Eye VR headset in a 3m × 3m physical area. We hypothesized
that both techniques with avatar would reduce the time required to touch the pillar
compared with Exo-without-avatar. We also predicted that Exo-with-avatar would
reduce the time required to position the virtual workspace, but would increase the
time required to touch the pillar compared with Ego-with-avatar.

Results show that both conditions with the avatar decrease the time required to
touch the pillar after teleportation by over 50%, compared to Exo-without-avatar. On
the contrary, the time spent positioning the virtual workspace before teleportation
appears to be shorter without the avatar, which is consistent with our previous
study (Section 3.3.1.1). Although the avatar slightly increases the time and cognitive
load required to position the virtual workspace, it can help users better understand
the upcoming teleportation and reduce disorientation. This finding is supported
by participants’ qualitative feedback, which reported better anticipation of their
location after teleportation and less disorientation. Regarding the manipulation
technique, the results did not show significant differences between exocentric
and egocentric techniques in terms of user performance. However, participants
preferred the Ego-with-avatar condition over the Exo-with-avatar condition since it
was perceived as “easier for positioning themselves” and “easier for finding” the target
pillar after teleportation.

In a second experiment, we compared a manual technique, an automatic tech-
nique and a standard teleportation technique in a more realistic task. Based on
the results and participants’ preference from the first experiment, we chose the
Ego-with-avatar technique for the manual technique. For the automatic technique,
participants used a virtual ray to select the future virtual workspace from a set
of alternatives computed by the system, as described previously. 12 participants
performed a task similar to an escape room, where they had to travel through 8

virtual rooms. In each room, they needed to grab 10 objects one by one and bring
them in one of 2 boxes available in the room. Half of the rooms had a No-overlap
layout, which consisted of 2 disjointed areas, each containing five targets and one
box. The automatic technique computed 2 virtual workspace positions for this
layout. The other half of the rooms had an Overlap layout for which the 10 objects
and the 2 boxes were placed randomly in a single area. The automatic technique
computed 4 overlapping virtual workspace positions to cover all this area. This
experiment used the same VR setup as the first one. We hypothesized that both
manual and automatic techniques would improve performance and sense of pres-
ence compared with the baseline. We also predicted that the automatic technique
would perform better for No-overlap layouts and worst for Overlap layouts compared
with the manual technique.

Results show that both manual and automatic techniques outperform the stan-
dard teleportation technique in terms of efficiency and immersion. In particular,
they significantly reduce the task completion time, the number of teleportations
required to achieve the task, and the collisions with physical workspace boundaries.
Participants also reported a higher sense of presence in the IPQ questionnaire [RS02;
Sch03] with both manual and automatic techniques compared to the standard one.
Regarding the comparison between the manual and automatic techniques, both
achieve close performance, but each one has advantages depending on the virtual
object layout. The automatic technique causes fewer collisions with the physical
workspace boundaries in sparse environments (i.e., No-overlap layout), but induces
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a higher cognitive load for crowded environments (i.e., Overlap layout) compared
to the manual technique.

Overall, this work highlights the benefits of allowing users to choose the position
of their virtual workspace before teleportation. Depending on the virtual object
layout, both manual and automatic techniques can be valuable. For manual tech-
niques, exocentric and egocentric approaches perform similarly, but users tend to
prefer the egocentric approach. In addition, including an avatar to show the user’s
future position can decrease disorientation and minimize the time required to locate
targeted objects after teleportation. Further studies would be mandatory to assess
the proposed techniques in other scenarios including different shapes and sizes
of physical workspaces, various virtual object densities and other types of tasks.
Automatic techniques could be enhanced by adjusting the clustering algorithm
based on the specificity of these scenarios. Finally, the visual representation of
virtual workspace can be improved to prevent overloading the user’s field of view.

3.3.1.3 Mapping defined by tangible object positions

Finally, we studied how to recover the spatial relationship between tangible objects
and their virtual counterparts after a virtual navigation. Tangible interaction is a
simple and inexpensive solution to provide haptic feedback by associating virtual
objects with real objects that share similar physical properties. For instance, a
real chair can allow users to sit in the virtual environment or holding a closed
umbrella can simulate the sensation of holding a virtual sword [SVG15]. This passive
haptic feedback can improve the sense of presence in virtual environments [Hof98].
However, when users perform virtual navigation to travel beyond what is possible
according to their physical workspace boundaries, the spatial relationship between
tangible objects and their virtual counterparts is disrupted, and tangible interaction
is no longer possible.

We explored three advanced teleportation techniques to recover the spatial re-
lationship with a specific tangible object [Zha+21] (Figure 3.13). We proposed to
teleport (i) the user, (ii) the virtual object, or (iii) both to a new position, while recov-
ering their relative positions. To demonstrate this, we developed a first prototype
involving a tracked physical chair that can be used to sit in the virtual environment.
The chair has virtual counterparts which the user can interact with in the virtual
environment. This prototype used an HTC Vive VR headset to immerse the user
in the virtual environment and a Vive Tracker to track the chair position. For all
techniques, the interaction steps are the same: the user first selects the virtual object
involved in the tangible interaction (i.e., one of the virtual chairs in our example),
then the user adjusts the teleportation destination if necessary and, finally, the user
triggers the teleportation.

In user teleportation, the selected virtual object serves as an anchor for the telepor-
tation: the user’s future position will be defined by the position relative to the object
physical counterpart (Figure 3.13-a). For complex objects, such as the chair, the user
has only one option as future destination. However, for more symmetric objects,
the user may be able to choose several destinations around the object. For instance,
in the extreme case of a ball, the user can have an infinite number of destinations
all around the ball. According to the available options, sometimes the user does not
have other choices than teleporting themselves inside other virtual objects, such as
the table next to the chair, for example. In such cases, the system displays the user’s
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Figure 3.13: Three teleportation techniques allow tangible interaction by recovering the
spatial mapping between a real chair and its virtual counterpart: they involve
teleporting (a) the user, (b) the object or (c) both to a new position.

future position with a colored avatar, highlights the collisions with virtual objects
and asks the user to physically move to a new position that avoids collisions before
triggering the teleportation. Colored feedback shows both virtual objects colliding
with the user’s future position and available areas where the user should move to
avoid these collisions.

In object teleportation, the user’s current position serves as an anchor for teleporting
the selected virtual object (Figure 3.13-b). This virtual object will be moved close to
the user at the same relative position as the corresponding physical counterpart,
enabling tangible interaction. As a consequence, there is a unique position possible
for the selected virtual object. However, this position may already be occupied by
other virtual objects surrounding the user. In such cases, the system detects the
collisions in advance and computes a new position to which the user must teleport
themselves before completing the object-based teleportation operation.

In hybrid teleportation, the user specifies where both themselves and the selected
virtual object will be teleported (Figure 3.13-c). The user can use a virtual ray to
define this future position, as in standard teleportation techniques. The virtual object
position is computed based on the relative position of its corresponding physical
counterpart. A specific representation at the intersection between the virtual ray and
the virtual floor shows the future positions of both the user and the virtual object.
The user can rotate this representation to adjust the future virtual object location
all around their future position. This allows the user to avoid potential collisions
with other virtual objects and to choose an appropriate position to prepare for the
upcoming tangible interaction.

These three approaches have their respective advantages and disadvantages, and
can be applied in different scenarios based on the tangible object characteristics. On
the one hand, user teleportation may be more appropriate to allow users to access
virtual objects that are considered immovable. On the other hand, object teleportation
may be more suitable for interacting with small objects or tools at specific locations
of the virtual environment. Finally, hybrid teleportation does not require additional
strategies to prevent users or tangible objects from being teleported inside or behind
other virtual objects. However, it can be time-consuming and mentally demanding
for users. In future work, we need to conduct user studies to evaluate these three
techniques in various contexts, including different shapes, sizes, and potential
mobility of the tangible objects. Safety issues must also be considered in scenarios
where tangible interaction alternates with free navigation. Indeed, physical objects
can become invisible obstacles in the users’ physical workspace when they no
longer have a consistent spatial mapping with their virtual counterpart.
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3.3.2 Collaborative navigation to restore spatial consistency

Multiple users can be co-located in a virtual reality system, for example, when
they are all in the same room wearing VR headsets. In such cases, their relative
positions in the physical space usually match those in the virtual environment.
This spatial consistency enables users to have direct physical contact with each
other [Min+20] or co-manipulate shared tangible props [SJF09]. However, this of-
ten excludes individual virtual navigation capabilities, such as teleportation, to
preserve the one-to-one mapping between users’ relative positions in the physical
and virtual spaces. As a consequence, users can only explore virtual environments
with approximately the same size and shape as their physical space. Some previous
techniques allow co-located users to achieve virtual navigation, but restrict them to
traveling together in the virtual environment. For example, C1x6 [Kul+11] investi-
gated group navigation in a projection-based system and Multi-ray jumping [WKF19]
introduced collaborative teleportation techniques for co-located users wearing VR
headsets [WKF19]. However, group navigation limits users’ freedom during a con-
tinuous VR experience and is not suitable for many collaborative scenarios. To
address these limitations, our objective was to design a system that enhances users’
navigation freedom while preserving the capability of sharing the same physical
space. In particular, this solution should enable users to independently navigate
in a virtual environment, but also help them recover a consistent spatial mapping
between their physical and virtual positions when they need to interact together. By
doing so, this system would effectively support various phases of the collaboration,
including individual exploration and tightly coupled manipulation.

Very few systems have explored how to restore the spatial mapping among
co-located users after individual virtual navigation. The system proposed by Min et
al. [Min+20] allows co-located users to individually explore a virtual environment
larger than their physical workspace using redirected walking. When users need
to perform direct physical interaction, such as shaking hands, they use a recovery
algorithm that adjusts redirected walking parameters and recovers a consistent
spatial mapping. However, this solution requires a large physical space and is not
compatible with other navigation techniques, such as teleportation. In a single-user
context, we proposed several techniques to recover spatial consistency between the
user’s physical space and a specific area of the virtual environment, as detailed in
the previous subsection. The technique presented in Section 3.3.1.2 enables users to
define the future position of their physical workspace in the virtual environment
before a teleportation. We extended this technique to a collaborative context.

We proposed two techniques [Zha+22] that assist co-located users in recovering
spatial consistency after individual teleportation when necessary for the subsequent
collaborative interaction. Both techniques use a virtual representation of the users’
shared physical workspace, which enables them to adjust the mapping between
their physical and virtual spaces. We refer to this virtual representation as the
“virtual workspace”, as it corresponds to the area of the virtual environment that
will be physically accessible to both users after teleportation. In addition, the future
group configuration in the virtual workspace is represented by preview avatars,
showing where users will be positioned after teleportation with a transparent color.

In the Leader-and-Follower technique, only one user, referred to as the leader, defines
the future position of the virtual workspace before teleportation (Figure 3.14-left).
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Figure 3.14: Two techniques for recovering a consistent spatial mapping after individual
teleportation. The 3D volume framed in green represents the future position of
users’ virtual workspace mapped to their physical space. The preview avatars
show their future positions inside this virtual workspace. (Left) the Leader-and-
Follower technique allows one user to manipulate the position of the virtual
workspace, while the second one can only communicate verbally regarding
position requirements. (Right) the Co-manipulation technique integrates the
inputs from both users, allowing collaborative positioning.

This user manipulates the virtual workspace with a virtual ray attached to a VR
controller by using the Ego-with-avatar technique. We selected this technique based
on the findings of a previous experiment described in Section 3.3.1.2. The virtual
workspace position is defined by the intersection of the virtual ray with the virtual
ground, while its orientation is controlled by performing a circular gesture on
the controller touch pad. The rotation axis is determined by the future position
of the leader within the virtual workspace. The second user, referred to as the
follower, can only see the virtual workspace and verbally communicate with the
leader regarding its position. Once the position is deemed satisfactory, the leader
ends the manipulation and is automatically teleported to the newly positioned
virtual workspace. Subsequently, the follower can use a virtual ray to select the
virtual workspace and teleport themselves inside it, thereby recovering the spatial
consistency between the users. We have divided the teleportation process into
two steps, rather than simultaneously teleporting both users, to prevent unwanted
teleportation of the follower which can lead to frustration and disorientation.

In the Co-manipulation technique, the users manipulate the virtual workspace
together to define its future position before teleportation (Figure 3.14-right). Both
users use a virtual ray attached to their VR controller to indicate their targeted fu-
ture positions in the virtual environment. The technique equally incorporates inputs
from both users using a physically-based approach. The user-defined targeted posi-
tions and the users’ future positions in the virtual workspace (represented by their
preview avatars) are connected by a mass-spring-damper system (Figure 3.15). This
system computes the position and orientation of the virtual workspace, enabling
users to manipulate it concurrently. Bending rays [Rie+06] are used to provide con-
tinuous feedback on users’ mutual actions. The navigation technique switches from
individual teleportation to the co-manipulation of the virtual workspace as soon
as the two users’ targeted future positions are close to each other. Once the users
agree on the virtual workspace position, one of them can end the co-manipulation.
Both users are then teleported into the newly defined virtual workspace, recovering
the spatial consistency between them.
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Figure 3.15: Co-manipulation technique integrating users’ inputs using a physically based
system: both a spring and a damper connect the user-defined targeted positions
(P1&P2) with the users’ future positions in the virtual workspace (U1&U2).
Bending rays between the users’ VR controller (A1&A2) and their future
positions in the workspace (U1&U2) provide feedback on their mutual actions.

We conducted a controlled experiment to compare these two techniques in
a virtual riveting task that consisted of individual navigation and collaborative
assembly phases. 24 participants were grouped into pairs and equipped with
HTC Vive Pro Eye VR headsets, while being co-located in a 3m × 4m physical area.
Participants first performed individual tasks at separate locations within a virtual
factory: one participant prepared the hammer, while the other collected rivets. Next,
they regrouped in a designated area to rivet a helicopter shell together (Figure 3.16).
To accomplish this, they needed to recover a consistent spatial mapping between
themselves. This spatial consistency allowed for direct physical contact between the
participants’ VR controllers, providing passive haptic feedback as they hammered
the rivet. When recovering spatial consistency, the virtual workspace had to enclose
three riveting locations: two locations were only known by one participant, while
the third one was only known by the other. As a result, they had to negotiate the
positioning of the virtual workspace. We hypothesized that Co-manipulation would
reduce the time spent negotiating the future workspace position and induce better
workspace positioning compared with Leader-and-Follower.

Results show that Co-manipulation significantly reduced participants’ time spent
positioning the virtual workspace compared to Leader-and-Follower, decreasing the
overall task completion time. This can be explained by the fact that participants’
intents can be communicated through the manipulation with Co-manipulation, elimi-
nating the need for verbal descriptions of positioning requirements. Although no
significant difference was found between the two conditions regarding riveting time,
participants experienced more frequent collisions with their physical workspace
boundaries and had to reposition the virtual workspace more often to perform the
riveting task with Leader-and-Follower than with Co-manipulation. This suggests that
participants achieve better positioning of the virtual workspace with Co-manipulation.
However, Co-manipulation could introduce conflicts during the manipulation of the
virtual workspace. In particular, some participants found it difficult to understand
how they influenced the movement of their virtual workspace.

In summary, we have compared two interactive techniques that assist two co-
located users in defining the area of the virtual environment where they want to
restore a consistent spatial mapping between their physical and virtual positions.
The Leader-and-Follower technique allows only the leader to position the future virtual
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Figure 3.16: (Left) virtual view and (right) real view of the collaborative riveting task on a
helicopter shell: users’ VR controllers represent a hammer and riveting pliers
in the virtual environment. They come into direct contact, providing passive
haptic feedback as the rivet is hammered.

workspace, while the Co-manipulation technique enables collaborative positioning.
Although the Co-manipulation technique may be difficult to handle for some users
at first, it significantly reduces the time needed to negotiate for the position of
the area and enables better placement. Further investigation is necessary to assess
these two techniques in various other collaborative scenarios. In particular, the
Co-manipulation technique can be extended to more than two users, but this may
introduce more conflicts and difficulties during concurrent manipulation. In such
cases, it could be appropriate to test different spring-damper values, giving users
unbalanced control during manipulation and creating an alternative between the
co-manipulation and leader-follower approaches.

3.4 conclusion

Appropriate interaction techniques are mandatory to support collaboration in large
interactive spaces. In this chapter, I first introduced several interaction paradigms
designed to address the specific characteristics of these systems. I especially focused
on three key aspects: (i) the large visualization space, (ii) the 3D space available for
interaction and (iii) the large physical space surrounding users. All the proposed
paradigms support multiple users interacting from different locations within the
same interactive space. In a second step, I investigated the impact of these paradigms
on co-located collaboration and how they can be extended to provide users with
specific features enhancing collaboration. This illustrates examples of how we
transition from multi-user interaction to truly collaborative interaction.

For the first aspect, we designed touch-based interaction techniques for creating,
manipulating and organizing numerous design alternatives of a 3D object on a wall-
sized display. We then studied how pairs of users collaborate during a collaborative
design task using these techniques. This study demonstrates that distributing
numerous design alternatives on the wall-sized display enhances design exploration
and negotiation by increasing the common ground among collaborators.

For the second aspect, we proposed deforming industrial CAD objects in an
immersive VR system by physically pulling or pushing on their surface. When
multiple users perform such 3D interaction in a shared space, conflicts can arise
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and they can disturb each other when interacting with the same data. To address
this issue, we designed a collaborative AR system that enables users to interact in
3D with distinct versions of the virtual content. Such systems can provide users
with the abilities to explore their own design ideas in the 3D space, while also
facilitating the sharing of design alternatives with collaborators at a later stage.

For the third aspect, we investigated various techniques for navigating in a
virtual environment, taking advantage of the large physical space surrounding
users to maximize physical displacements and allow tangible interaction. We then
extended the proposed concepts to collaborative navigation with two co-located
users. We designed collaborative navigation techniques that enable users to restore
a consistent spatial mapping between their physical and virtual positions, after
it has been disrupted by individual navigation in the virtual environment. Our
findings highlight the benefits of providing appropriate collaborative tools for such
tasks rather than relying solely on verbal communication.

The work presented in this chapter mainly targets collaborative design scenarios,
including 3D sketching, computer-aided design and industrial assembly tasks. Al-
though the final interaction techniques are specific to each application context, we
created more generic concepts which can be extended to various other domains.
The ability to generate and distribute a large number of alternatives on a wall-sized
display can be applied to many other ideation or data exploration scenarios involv-
ing parameter variations. Providing users with both individual and shared virtual
content in a 3D space can be useful in many creative applications. Allowing users
to navigate individually in a virtual environment while maintaining the capacity to
restore spatial consistency between their relative positions can be valuable in any
collaborative virtual reality application that involves physical or tangible interaction
among users. Moreover, the design processes we employed can be applied in other
contexts for customizing the interaction techniques. For example, the prototyping
methods used to design interaction on the wall-sized display could be beneficial to
adjust the interaction in a wide variety of applications.

This research contributes to the development of novel interaction paradigms for
large interactive spaces. However, interacting with such systems is still new to users
and not easy to learn and understand. Many challenges remain in standardizing
the interaction techniques and making them easier to discover. Given the various
types of devices available, ranging from virtual reality headsets to large wall-
sized displays, it is crucial to design consistent interaction techniques that allow
users to interact seamlessly across the mixed reality continuum [Mil+95; SSW21].
Standardized techniques should avoid users having to relearn the whole set of
interaction mechanisms every time they switch devices.

This research also investigates the design of collaborative systems with dedicated
collaboration features and demonstrates their benefits for co-located collaboration.
However, further evaluations are needed to comprehensively assess these systems
given the wide variety and complexity of collaborative scenarios. In addition, future
work should consider users with different levels of expertise and explore solutions
for adapting interaction to this expertise. Lastly, collaborative systems are now
increasingly using hybrid configurations, including both co-located and remote
users. Consequently, the proposed collaborative interaction techniques must be
extended to support remote users.



4
C O L L A B O R AT I O N A N D AWA R E N E S S A C R O S S R E M O T E
S PA C E S

Large interactive spaces provide new opportunities for remote collaboration as
they can connect distant users and create a shared collaborative space. This allows
collaborators to interact while being remote and leverage the benefits of each other’s
interactive systems. Moreover, the large visualization and physical spaces available
in such systems offer a wide range of possibilities for enhancing awareness and
communication among these users.

Nevertheless, these collaborative environments raise many challenges, including
both technical aspects and issues related to interaction and awareness among
remote users. Firstly, technical solutions are needed to allow data sharing and
collaborative interaction at a distance. It is especially important to handle users
with heterogeneous devices and asymmetric setups. Secondly, these systems must
also facilitate understanding between users, as distance and technology can alter
awareness and communication among them. In particular, large interactive spaces
require suitable means of representing remote users, showing their actions and
interaction capabilities, as well as transmitting non-verbal communication cues.
These solutions should take advantage of these systems to go beyond reproducing
the standard face-to-face collaboration that happens when no technology is involved,
as proposed by Hollan & Stornetta in their article “Beyond Being There” [HS92].

In this chapter, I present my research on remote collaboration and telepresence
systems. The first section focuses on different technical aspects involved when
connecting heterogeneous interactive spaces, ranging from wall-sized displays to
immersive virtual reality systems. For each aspect, I describe how the technology can
be leveraged to support an effective collaboration. The second section explores how
video-mediated communication can enhance awareness among remote collaborators.
In this section, I detail the design of telepresence systems covering various forms
of collaboration, including one-to-one collaboration, one-to-many collaboration or
collaboration between users of immersive and non-immersive technologies.

4.1 connecting heterogeneous spaces

Remote collaboration across large interactive spaces cannot become widespread if it
requires all users to have the exact same physical devices, especially given the wide
range of devices currently available. My goal is to design collaborative systems that
can accommodate users with heterogeneous devices and asymmetrical setups. In
particular, I want to take advantage of the asymmetrical interaction capabilities to
foster new collaboration strategies, as presented in our position paper [Fle+15b].

This section mainly focuses on the technical aspects of connecting remote users
across heterogeneous platforms and enabling communication among them. The
first subsection explores data sharing and demonstrates how immersive and non-
immersive spaces can be interconnected to support collaboration on computer-aided
design (CAD) data in the context of industrial design. This work was published at
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the 3DCVE workshop at IEEE VR 2018 [Oku+18b] and in a book chapter [Oku+21].
The second subsection concentrates on 3D audio for transmitting and rendering
remote users’ voices. It proposes various spatial audio mappings to connect remote
spaces with different sizes and shapes. The related system was presented at the
Web Audio Conference 2018 [Fyf+18]. Finally, the last section proposes a method
for reconstructing live 3D models of users’ heads and transmitting them to remote
locations. Such models can be used to create and animate realistic avatars of remote
users in immersive telepresence or virtual reality systems. This method appeared at
Eurographics 2014 [Fle+14].

4.1.1 CAD data synchronization for collaborative modification

Connecting remote users across heterogeneous platforms can offer several advan-
tages in an industrial design process. It allows multidisciplinary experts to work
together despite being located in different branches of a company, but also provides
them with specific systems tailored to their needs. For example, style designers may
require a large, high-resolution screen to explore and compare multiple alternatives,
while ergonomists may prefer an immersive VR system to view the product in
context. However, sharing computer-aided design (CAD) data across heterogeneous
platforms and modifying it in real time are challenging. While modifying CAD
parameters from virtual environments is complex, managing collaborative modifi-
cations is even harder, as it requires additional synchronization mechanisms. Our
goal was to create a distributed system allowing remote users to modify together
native CAD data across heterogeneous platforms.

While distributed systems for collaborative virtual environments have been
studied since the 1990s in academic research [Fle+10c], only a few studies have
addressed collaborative product reviews [Lei+96; LD97] and collaborative VR-CAD
applications [Mah+10; AG00]. However, these systems do not support collaborative
modification of CAD-part parameters. The Multi-Agent System [Mah+10] allows
engineers and ergonomists to manipulate the position and orientation of CAD
objects across a VR platform and workstations, but it does not allow the shape of
the object to be modified through its parameters. DVDS [AG00] enables users to
create a 3D model with hand gestures in a virtual environment, but it relies on
a dedicated CAD system, and does not implement a distributed architecture to
share this model across remote platforms. In the previous chapter, I described the
design of two interaction techniques that enable non-CAD experts to modify native
CAD data in large interactive spaces without using conventional CAD software.
ShapeCompare (Section 3.1.2) facilitates the generation and visualization of numerous
design alternatives on a wall-sized display, while ShapeGuide (Section 3.2.1) allows
users to deform CAD objects through physical actions in an immersive VR system.

Building upon this work, we created a distributed architecture that synchro-
nizes CAD data across remote platforms and deals with collaborative modifica-
tion [Oku+18b; Oku+21]. This architecture is based on an external server, named
VR-CAD server, which provides centralized access to native CAD data by embed-
ding the CAA API of CATIA V5

1 (Figure 4.1). This server loads and modifies
CAD data according to users’ requests, using a labeling concept [CB04]. The labeling
maintains a direct link between the 3D geometries displayed in each platform and

1 https://www.3ds.com/products-services/catia/

https://www.3ds.com/products-services/catia/
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Figure 4.1: Distributed architecture for collaborative CAD data modification across remote
platforms: the VR-CAD server is responsible for loading, modifying and syn-
chronizing CAD data, while the WS server and WS clients manage connections
between each platform and with the VR-CAD server.

the corresponding CAD parameters. Consequently, when users wish to modify a
CAD object by interacting with its geometry, the VR-CAD server can retrieve the
parameters to be modified and generate the desired shape. Once the modification
request has been processed, the server sends back the tessellated meshes and a new
labeling file to each platform, thus updating the visualization.

We used a hybrid network architecture to handle connections between each
platform and with the VR-CAD server. A centralized architecture connects each
platform to the VR-CAD server and manages CAD data synchronization. Additional
peer-to-peer connections allow fast communication between platforms for all the
other data types, including audio and video streams. To implement this architecture,
a Workspace (WS) client deals with the network communication on each platform
and on the VR-CAD server. A WS server handles authentication and initialization
of the connections between all the WS clients, but direct peer-to-peer connections
are used between WS clients to transmit data with the WebRTC2 protocol. Since
the communication layer is independent from the platform technical specifications,
this architecture can connect heterogeneous platforms with various visualization
systems and interaction devices.

The VR-CAD server supports both independent and cooperative modifications
of the CAD data. Independent modifications enable several remote users to act on
different CAD parameters simultaneously. When users modify multiple parameter
values at the same time, the VR-CAD server processes the modification requests in
the order they are received, and updates the CAD object on all platforms, regardless
of the other ongoing modifications. Although this can be a little confusing for users,

2 https://webrtc.org/

https://webrtc.org/
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Figure 4.2: Collaborative modification of a car rear-view mirror between (left) a wall-sized
display and (right) an immersive VR system. The VR-CAD server synchronizes
the CAD data of the mirror between both platforms.

it can be effective if they coordinate well and modify complementary parameters.
For example, one can modify the radius of a cylinder, while another can change its
length. Cooperative modifications allow several remote users to modify the same
CAD parameter simultaneously. In this case, the VR-CAD server manages concurrent
modifications by using a dedicated concurrency control mechanism. In this first
prototype, we simply used an averaging technique to combine the parameter values
of each user, as proposed by Ruddle et al. [RSJ02]. However, future implementation
could explore more sophisticated techniques, such as those studied in previous
work [PBF08; ADL10a]. Such cooperative modification can be useful to help remote
experts with divergent design constraints negotiate the shape of the CAD object
through interaction.

As a proof of concept, we used this distributed architecture to implement collab-
orative modification of CAD data between a wall-sized display and an immersive
VR system (Figure 4.2). We chose these two remote platforms because they have
different visualization and interaction features. The wall-sized display has a high-
resolution touch screen controlled by a cluster of 10 computers (see description
of the Wilder system in Section 2.1.1). The VR system is composed of four large
stereoscopic screens controlled by a cluster of 5 computers and a haptic device
mounted on a carrier which enables users to interact everywhere in the system (see
description of the Eve system in Section 2.1.2). The two platforms are located in
remote buildings and connected to separate LAN networks. We set up the archi-
tecture by connecting a WS client to the master node of each platform and to the
VR-CAD server. When the master nodes receive CAD data from the VR-CAD server,
it still has to replicate this data on the slave nodes of the cluster.

We explored a collaborative design scenario where users could benefit from the
asymmetric interaction capabilities to collaboratively modify the native CAD data of
a car rear-view mirror. A team of style designers could use ShapeCompare to quickly
generate various alternatives of the rear-view mirror on the wall-sized display,
while an ergonomist could use the VR system to sit in the virtual car cockpit and
review these alternatives. This enabled the ergonomist to assess live visibility in
the rear-view mirror under realistic driving conditions. The ergonomist could also
fine-tune the design of an alternative in VR by using the haptic device and the
ShapeGuide technique. Additionally, we explored a second scenario in which two
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users perform concurrent modifications of the rear-view mirror within the virtual
car cockpit from both the wall-sized display and the VR system (Figure 4.2). Each
user was able to modify the mirror shape by pushing or pulling on its surface using
the ShapeGuide technique. The user in front of the wall-sized display used the finger
on the touch screen, while the user in the VR system used the haptic device. When
they modify the same CAD parameter, the VR-CAD server manages the concurrent
modifications as described previously.

In summary, this work mainly focused on the technical aspects of connecting
heterogeneous platforms and sharing native CAD among them. We proposed a
hybrid distributed architecture that supports collaborative modifications of native
CAD data from remote platforms. The CAD data is distributed and synchronized
through a dedicated server, while other data and media streams are directly shared
between platforms through peer-to-peer connections. We successfully implemented
a proof of concept between a wall-sized display and an immersive VR system.
Future work should further evaluate the benefits of such an asymmetric system in
real collaborative design situations. We should also focus on improving collaborative
interaction and providing appropriate feedback of the other users’ actions.

4.1.2 Spatial mapping for 3D audio communication

When connecting remote users located in large interactive spaces, transmitting voice
is a crucial aspect of communication. Using spatialized 3D audio for rendering
voices can provide users with additional cues regarding the positions and activities
of their remote collaborators. To achieve this, we can map the positions of voice
sources to the actual 3D positions of the remote collaborators within their interactive
system. However, mapping remote audio spaces with the local 3D space becomes
challenging when the interactive systems differ in size and shape. It introduces
additional complexities when systems are asymmetric or use different visual rep-
resentations of the remote collaborators, such as avatars in a virtual environment
as opposed to video feeds on 2D displays. Our goal was to create a technical
system capable of transmitting audio along with users’ 3D positions and rendering
spatialized sound, in order to enable us to explore various spatial audio mappings
across remote heterogeneous spaces.

Early work investigated spatial audio in telepresence systems [HRB97] and
studied binaural audio in such a context [CAK93]. Binaural audio involves recording
and rendering distinct sounds for each ear to replicate 3D audio as experienced
by users in a real environment. To perceive this binaural audio accurately, users
must use headphones. Similarly, Keyrouz and Diepold [KD07] employed binaural
audio to allow a teleoperator to perceive the sound of a remote environment
in 3D. However, these studies focused on the technical aspects of audio capture
and rendering. They also assumed a one-to-one mapping between the recording
environment and the rendering space, without exploring alternative mappings.

We created a telepresence system that records users’ voices and 3D positions,
transmits this data to remote platforms and renders spatialized sound using binau-
ral audio feedback [Fyf+18]. In each platform, all users are equipped with wireless
microphones and headphones, allowing them to move freely within the system
while communicating. Voices are captured through an audio interface and sent to
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Figure 4.3: Multiple mappings between remote audio spaces of heterogeneous systems.

a media server based on Kurento3. Users’ positions in the 3D space are captured
by a VICON infrared tracking system. All users wear reflective markers, on their
headphones for example. These markers identify each user individually. Audio
and 3D positions are transmitted, along with the video, to remote platforms using
the WebRTC4 protocol. The media server receives remote audio streams with their
associated 3D positions, and computes the binaural rendering using the Audiostack5

software. It uses both the remote users’ positions to compute the voice source
locations and the local users’ positions to compute the proper binaural audio feed-
back corresponding to their position and orientation. Finally, Audiostack provides
users with appropriate audio feedback through their headphones. As a result, users
perceive their remote collaborators’ voices as coming from specific 3D locations.
These locations remain consistent even if the users move or turn their head.

This spatialized audio feedback creates 3D audio spaces that are mapped with
the local 3D space of the interactive system, and vice versa in the remote locations.
This mapping can be modified or distorted by changing the audio space positions
in the local reference frame or by altering the sound quality, with attenuation effects
for example. We explored various mapping between audio spaces that are useful to
connect heterogeneous spaces with different sizes and shapes (Figure 4.3):

• Contained audio spaces: when two remote spaces have different sizes, one
obvious solution is that the smaller space is contained within the larger
one. The smaller one can be positioned anywhere inside the larger one,
allowing a specific placement of the remote collaborators inside the larger
space. Although this solution offers real-scale mapping of the two spaces, it
can be frustrating for the users in the smaller space to hear others from far
away and not be able to join or follow them.

• Scaled audio spaces: a second solution when two remote spaces have different
sizes is to scale the smaller space to the size of the larger one, and vice versa.
This configuration can be useful when the two spaces have the same virtual
content displayed on 2D screens of different sizes. The locations of user
voice sources are thus consistent with positions relative to the virtual content.
However, the speed at which voice sources move may not match the real
displacements of the users in the remote location.

• Adjacent audio spaces: if we do not want the audio spaces to overlap, they can
also be virtually placed adjacent to each other, creating a larger audio space.
This configuration works well for telepresence systems with large screens
showing the remote locations. It can thus give the feeling that the remote
collaborators are “on the other side” of the screens.

3 https://kurento.openvidu.io/

4 https://webrtc.org/

5 https://www.aspictechnologies.com/audiostack/

https://kurento.openvidu.io/
https://webrtc.org/
https://www.aspictechnologies.com/audiostack/
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• Split audio spaces: a mixed solution consists in overlapping only a subpart
of the audio spaces, thus creating different areas within the audio space that
may or may not be shared. This configuration is relevant to support different
moments in collaboration, and allows users to move around depending on
who they want to talk to. For example, users can stay in the shared area to
talk with the remote collaborators, then move to the non-shared area when
they want to have side discussions with their local collaborators.

• Distorted audio spaces: the previous configurations assume that the positions
of the voice sources in the local space match the position of the corresponding
remote collaborators in the remote space, modulo the possible translation,
rotation or scaling required by the configuration. However, the mapping can
be further distorted or changed entirely. For example, some systems can
display video from remote users in small windows on larger screens, or on
mobile devices such as tablets or telepresence robots. In this case, the position
of voice sources can be made consistent with the position of the related video
streams. Distorted audio spaces open up a wide range of possibilities.

To conclude, we have proposed a technical system that combines audio streaming,
motion tracking and spatialized binaural audio in the context of remote collabora-
tion across large interactive spaces. This system allows transmitting users’ voices
along with their respective 3D positions, and rendering voice sources spatialized
within the 3D space of remote locations through binaural feedback. To handle het-
erogeneous remote platforms, we proposed various mappings between the remote
audio spaces and the local 3D space of each platform. This is a preliminary work
on how to enhance remote collaboration by customizing these audio mappings.
This concept needs to be refined and evaluated in various technical and application
contexts. Although the proposed mappings theoretically extend to more than two
platforms, we have only tested them in this simple configuration. We must also
investigate their impact on collaboration and, especially, how they can support
different collaborative dynamics, such as interrupting others’ activities, engaging
in discussion, initiating side discussions, or transitioning from tightly-coupled to
loosely-coupled collaboration.

4.1.3 3D head reconstruction for immersive telepresence

Appropriate visual representations of remote users are essential for collaboration
across large interactive spaces. They can convey non-verbal cues that are essential
for communication, such as eye gaze direction, facial expressions and gestures.
However, not all visual representations are suitable for all types of interactive
systems when connecting heterogeneous platforms. In particular, video is not well
suited to immersive virtual reality systems and 3D displays due to its 2D nature.
Avatars can be used in such systems, although facial expressions and eye gaze are
usually poorly represented. In this work, we aimed to reconstruct a live 3D model
of the users’ head to improve avatars and better convey facial expressions and eye
gaze to remote collaborators. To easily adapt the proposed system to a wide range
of interactive spaces, we targeted a simple solution based on a single consumer
level hybrid sensor capturing both color and depth.
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Figure 4.4: Acquisition step of the 3D head reconstruction: data are captured and processed
to create a complete and fully textured 3D head model for each facial expression.

3D head reconstruction has been widely studied in the literature, as detailed by
Pighin and Lewis [PL06]. Some techniques achieve very accurate 3D models using a
large set of high-resolution cameras [Bee+10] or structured lights [Zha+04]. They can
also provide an animated version of such head models [Bee+11]. Nevertheless, these
techniques require an expensive and complex equipment. At the time we carried
out this research, they did also not operate in real time which was not suitable
for remote collaboration. Other techniques achieved real-time reconstruction by
fitting a deformable face model to the depth data of the users’ face captured by a
depth sensor [Wei+11; Li+13]. This deformable face model is usually created from a
large database of human face scans. As a consequence, it does not fit the specific
appearance of the users’ head because hair, eyes and interior of the mouth are
missing. A colored texture of the face can be generated [Wei+11], but it is static
and inconsistencies appear for small face features, including eyes, teeth, tongue
or wrinkles. Consequently, these techniques are unable to properly convey facial
expressions, which are crucial for non-verbal communication.

We proposed a 3D head reconstruction method that animates the model in real
time and makes it suitable for remote collaboration [Fle+14]. It uses only a single
consumer level hybrid sensor capturing color and depth, such as the Microsoft
Kinect used in our implementation. This sensor has to be located in front of the
users and does not require any calibration, which makes it easy to install in large
interactive spaces. However, this type of sensor provides noisy and incomplete
data due to poor sensing quality and occlusions. Our method fuses the noisy
and incomplete real-time output of the sensor with a set of high-resolution static
textured models captured offline in a preliminary step. The method is decomposed
into two steps: an acquisition step that captures and pre-processes data, and a
reconstruction step that reconstructs the head model in real time.

For the acquisition step (Figure 4.4), users must spin on a chair in front of the
sensor and display different facial expressions during each turn. These expressions
include visemes, as well as other variations such as a neutral expression, open
mouth, smile and raising or lowering eyebrows. For each facial expression, we use
the KinectFusion algorithm [Iza+11] to generate a 3D mesh of the head along with
a set of color images captured from different angles around the head. Each image
is accompanied by its camera pose estimation relative to the head position. We also
use the face tracker from the Microsoft Kinect SDK [Cai+10] to track the head and
to characterize the related facial expression in each data set. The tracker provides
us with a set of descriptors that are stored with each 3D mesh. After the data
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Figure 4.5: Live reconstruction pipeline of the users’ 3D head: color and depth data from
the sensor are combined with the pre-captured data to create a complete and
fully textured 3D model.

capture, we deform the neutral face mesh to fit the other meshes using a method
based on cross-parametrization [KS04]. This produces a set of deformed meshes,
all with the same topology, which can later be smoothly interpolated to match
the current facial expression during the reconstruction step. Finally, a cylindrical
texture is generated for each facial expression by combining the color images using
a cylindrical projection . We use alignment and smoothing processes to compensate
for inaccuracies in camera pose estimations and disparities in color balance and
lighting across images. The output of the acquisition step consists of a set of 3D
meshes that share the same topology, along with their corresponding cylindrical
texture and facial expression descriptors.

For the reconstruction step (Figure 4.5), users need to stand in front of the sensor
during the remote collaboration session, as in any videoconferencing systems using
a camera. We use again the face tracker from the Microsoft Kinect SDK to estimate
head pose and detect users’ current facial expression. The descriptors detected
by the tracker are then compared with the ones stored with the pre-captured
3D meshes by computing the Euclidean distance. 3D meshes that correspond to
the closest facial expressions are selected and interpolated to create a new 3D
mesh that matches the current facial expression of the user (Figure 4.6-b). In our
implementation, we chose to select the two closest meshes, but it is possible to
select more if needed. The cylindrical textures associated with the selected meshes
are also interpolated to create a new static cylindrical texture (Figure 4.6-c). This
static texture allows us to have a 360◦ texture of the head with a better resolution
than the images directly captured from the sensor. However, the dynamic facial
features, such as the eyes, mouth or wrinkles, are not consistent with the users’
current face. Therefore, we propose to use the static texture as a background, but to
combine it with a dynamic texture extracted from the sensor video stream, which
provides the salient features of the face. A gradient is used to extract these features
from the dynamic texture (Figure 4.6-d) and, conversely, smooth such features
in the static texture. The final texture is obtained by merging these two textures
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(a) (e)(d)(c)(b)

Figure 4.6: Live reconstruction steps: (a) raw data from the sensor and (b) mesh interpolated
from the 3D meshes with the closest facial expressions. This new mesh is then
textured with (c) the static cylindrical texture, (d) the dynamic texture showing
only the salient features, and (d) both textures combined.

(Figure 4.6-e). As a result, a complete and fully textured 3D model of the users’
head is reconstructed in real time, accurately preserving facial expressions.

We obtained promising preliminary results showing that our method is able to
handle a wide range of subjects and different lighting conditions. Although the 3D
mesh was not precise enough to capture small face features, we observed that the
dynamic texture can compensate for this limitation. This suggests that integrating
elements from live video can be valuable in the context of remote collaboration.
Further studies would be required to evaluate our method on a larger scale and
better understand which parameters are the most important for communication
between remote users. In particular, it would be interesting to assess how the
texture quality and 3D mesh accuracy impact the perception of facial expressions.
Moreover, our method is well suited to remote collaboration, as the amount of data
transmitted over the network is relatively low. Once the acquisition step and system
initialization are complete, only the color and depth video streams need to be sent,
and the 3D reconstruction can be performed remotely. Finally, our method is highly
dependent on the results from the face tracker and most failures occur when it
cannot accurately detect facial expressions. This mainly happens when users look
away from the camera. However, this could be improved by using a more accurate
tracker as our method does not rely solely on this tracker.

In summary, we proposed a method for reconstructing and animating 3D head
models of remote users. It relies on a single consumer-level hybrid camera which
captures both color and depth. The key features of this approach are an interpola-
tion of pre-captured 3D meshes corresponding to different facial expressions, and a
fusion of static and dynamic textures to respectively enhance resolution and incor-
porate dynamic features extracted from the live video. This work was conducted
ten years ago from the writing of this manuscript. Hardware and software solutions
have improved dramatically in recent years, especially with the use of machine
leaning techniques and the creation of large data sets of human faces. It is now
possible to achieve much higher quality results in real time, as proposed by Pixel
Codec Avatars [Ma+21] for example. However, the closer avatars become to human
aspect, the more they raise concerns related to the Uncanny Valley [MMK12]. We
must be careful when choosing user representations depending on the application
context and further explore the impact of these representations on collaboration.
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4.2 enhancing awareness with video-mediated communication

Video-mediated communication has long since demonstrated its considerable
strengths in remote collaboration systems, as detailed in Section 2.3.1. Video-
mediated communication can also be valuable for enhancing users’ awareness
across remote large interactive spaces, as presented in our position paper [Fle+15a].
However, most previous systems are designed for meetings where users sit around
a conference table, relying on video as a substitute for face-to-face conversation.
These systems do not support large spaces where users move around and work on
shared data. Previous work on Media Spaces [BHI93; Mac99] has created systems
that support peripheral awareness, chance encounters, locating colleagues and
other social activities. Nevertheless, Media Spaces have not explored setups where
distributed groups work on shared data in large interactive spaces.

This section explores the design of telepresence systems for large interactive
spaces, focusing mainly on non-immersive systems. The first subsection addresses
collaboration across wall-sized displays and investigates how to capture and where
to display video in such systems. A first perceptual study was published at CHI
2015 [AFB15], while the main part of this work was published at CHI 2017 [Ave+17].
The second subsection aims to integrate a remote user into a co-located group
collaboration, properly conveying gaze direction. These results appeared at INTER-
ACT 2019 [Le+19]. Finally, the last subsection details how a laptop or desktop user
can collaborate with a remote collaborator wearing an augmented reality headset,
taking advantage of multiple video viewpoints on this remote collaborator and
the augmented content. This work was published as CSCW 2022 [FFT22b] and the
related system was demonstrated at IHM 2022 [FFT22a].

4.2.1 Telepresence across wall-sized displays

Large wall-sized displays are powerful tools for supporting co-located group collab-
oration, but they can also accommodate remote users by connecting other wall-sized
displays. Video-mediated communication is crucial in such remote collaborative
scenario to enhance awareness and mutual understanding among users, as previ-
ously discussed. Some previous work investigated telepresence systems across two
wall-sized displays. Most of these systems aim to display the remote video feed
using all the available screen space, creating the illusion of having a glass between
the two remote spaces [Wil+10; Dou+12]. However, this does not support collab-

Figure 4.7: Two remote wall-sized displays showing the remote collaborator’s video, along
with the same content.
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oration on shared digital content. Luff et al. [Luf+15] introduced a telepresence
system that supports remote collaboration on shared digital objects. This system
preserves the physical relations between video and digital objects, allowing users
to understand where collaborators are looking or pointing at. Nevertheless, this
system relies on a circular configuration of the screens, requires the exact same
setups at both locations, and exclusively mimics co-located collaboration without
the flexibility to go beyond physical constraints.

Our goal was to design a telepresence system connecting two distant rooms
equipped with wall-sized displays showing shared content (Figure 4.7). We explored
how this system can combine the shared task space with the shared person space, as
defined by Buxton [Bux92]. The former refers to the ongoing task, involving actions
such as making changes, annotating and referencing objects. The latter refers to
the collective sense of co-presence, involving facial expressions, voice, gaze and
body language. Buxton [Bux09] defines the overlap between these two spaces as the
reference space, where “the remote party can use body language to reference the work".
We first investigated this reference space on a wall-sized display and assessed how
accurately users can interpret deictic gestures in a remote video feed. We then
explored how to capture and where to display the video feeds on the wall-sized
displays by creating a telepresence system based on camera arrays embedded in
the display. Finally, we evaluated this system on two collaborative tasks.

4.2.1.1 Study of deictic gestures

Referencing shared objects is crucial to support mutual understanding and effective
collaboration [Mac99]. Video-mediated communication can affect users’ ability to
correctly perceive deictic instructions due to technological limitations, including
camera and video placements, lens distortion and latency. We focused on a scenario
where two wall-sized displays share the same content and simultaneously display a
remote user’s video feed at the same relative position as the recording camera at
the remote location (Figure 4.8). Our objective was to investigate users’ ability to
determine accurately which shared object the remote user is referencing, without
the need for dedicated technology such as telepointers.

While some previous studies have assessed the accuracy of direct eye contact
in video-mediated communication [Che02], none of them focused on the accuracy

Figure 4.8: Users working on shared objects across two remote wall-sized displays: (left) a
user shows a shared object by pointing at it and (right) the remote user tries to
understand which object is being pointed through the video.
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Figure 4.9: Experimental setup from the participants’ point of view: (a) the remote user is
pointing at target “D” (only highlighted in this figure). To answer, participants
first (b) pressed the “STOP” button and then (c) selected the corresponding
targets on the tablet.

of remote pointing. Wong & Gutwin [WG10] assessed pointing accuracy, but in
a collaborative virtual environment. Users were represented by avatars, which is
very different from live video feeds. However, they noted that determining how
accurately viewers can interpret pointing direction is a fundamental question to
explore before designing support for pointing in remote collaboration systems.

We conducted a controlled experiment to study (i) how accurately participants
perceive a reference to a shared object performed by a remote user, either by looking
at it or pointing at it with the hand, and (ii) whether the participants’ position in
front of the wall-sized display influences this accuracy [AFB15]. 12 participants
looked at a large number of videos of the remote user referencing a specific target
on the wall-sized display (Figure 4.9-a). To avoid bias in the experiment, we used
pre-recorded videos of three actors playing the role of the remote user. For each
video, participants had to indicate on a tablet which target was referenced by the
remote user (Figure 4.9-b,c). We controlled three factors:

• 2 techniques used by the remote user to indicate the target: head combines
natural head rotation and gaze, while head+arm combines natural head
rotation, gaze and pointing with the arm and finger.

• 5 positions of the participants in front of the display: center located in front
of the video, farLeft, left, right and farRight respectively located at 2m
on the left, 1m on the left, 1m on the right, and 2m on the right.

• 19 targets on the wall-sized display, arranged in 8 directions and 3 distances
from the central target.

To analyze the results, we decomposed the errors into two measures since the
targets were arranged in a circular pattern around the video: distance error and
angle error. The unit of distance error is normalized, so that an error of one
corresponds to one target closer or further from the center, relative to the designated
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target. The unit of angle error is in degrees, so that an error of 45◦ corresponds to
one target next to the designated target. First of all, the errors are relatively small,
with an overall mean of 0.34 ± 0.52 for distance error and 3.90 ± 12.04 for angle
error. This suggests that participants were generally able to accurately identify the
referenced target. For the techniques, the distance error is not significantly different
when using head or head+arm, but the angle error is significantly larger when
using head+arm compared to head. Although the effect size is small (1.65◦), this
result was unexpected. After analyzing the videos, we noticed that the direction
of the arm does not always indicate the correct target. In fact, people place the tip
of their finger on the line of sight between their eyes and the target, as described
in [HC02]. As the video is a 2D representation, it may be hard to perform this 3D
geometrical interpretation for viewers, and could lead to errors. For the positions,
we observed almost no significant effects of the relative position between the
participants and the video on accuracy. This effect on deictic gesture perception is
analogous to the Mona Lisa effect observed for gaze. The Mona Lisa effect describes
the fact that the video of a subject looking at the camera is perceived by remote
users as looking at them, regardless of their position. At the extreme positions
farLeft and farRight, we still measured a slightly higher angle error, but this can
be explained by the fact that the observers are looking at video with an angle of
49◦, making the task harder.

In conclusion, we assessed how accurately users perceive deictic gestures through
video when sharing digital content across remote wall-sized displays. This study
shows that users can accurately identify the referenced object, that eye gaze alone
can be more accurate than finger pointing, and that the relative position between the
viewer and the video has minimal effect on accuracy. Based on these findings, we
have derived the following implications for designing future telepresence systems
suitable for remote collaboration across wall-sized displays:

1. Additional technical features are not always mandatory to indicate digital
objects, as users can accurately interpret gaze and arm pointing. Telepointers
and extendable arms [Hig+15] may not necessarily be required if the video is
positioned consistently with the content.

2. The arm and gestures are not always needed to indicate digital objects, as
users can rely solely on gaze. This allows users to perform deictic actions
while holding other interaction tools in their hands.

3. Users can move in front of the wall-sized display, or the video feed can be
moved along the display, as the relative position between users and video does
not affect accuracy. We can thus consider manipulating the video position on
the wall-sized display to meet the requirements of various collaborative tasks.

4.2.1.2 Design of a telepresence system

Based on the design recommendations from the previous study, we set out to create
a telepresence system supporting video-mediated communication across wall-sized
displays. The main challenge was to provide users with audio-video communication
as they move in front of the display and interact with shared content.

To determine the optimal camera and video positions, we conducted preliminary
observational studies using low-fidelity prototypes. We divided a wall-sized display
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Figure 4.10: CamRay provides video-mediated communication between (left) Wild and
(right) Wilder wall-sized displays. (Center) close-ups on the cameras embed-
ded in the displays.

with a curtain to simulate two remote locations and simplify the technical setup.
The first prototype included two tablets running videoconferencing software, each
held by a helper to test multiple placements. Two participants had to create a
slideshow presentation from their respective location. We noticed that they looked
at the content much more than the video feed. In fact, they only looked at each
other when they disagreed or needed to discuss a specific issue. After the debriefing
with participants, we hypothesized that they might have looked at the video more
often if it did not require switching screens and decided to place the video on the
wall-sized display.

The second prototype used two cameras at each location: a front-facing camera
attached to the screen and a back camera located at the back of the room, facing
the screen. At each location, three video feeds were also displayed: on the left, a
window displayed the remote front-facing video with a small thumbnail showing
the local front-facing video, and on the right, another window displayed the remote
back-facing video. Two participants had to sort research papers to prepare the
related work section of a publication. Papers were laid out on the large screen at
each location, with their position and current page synchronized. We observed
that participants physically moved to a specific video window depending on the
task at hand. They used the front-facing video to discuss paper content or how to
cluster papers, while they used the back-facing video to understand which paper
the other was refereeing or where the other was pointing. However, they had to
interrupt their work to glance at video windows, which was perceived as annoying.
We concluded that we should be able to capture users’ faces even as they moved
along the screen and to display the video feeds in a flexible manner. We identified
two requirements for video placement, each corresponding to specific phases of
the collaboration: one should support face-to-face conversations, while the other
should support the use of deictic instructions.

To meet these requirements, we created CamRay [Ave+17], a telepresence system
connecting remote wall-sized displays. We implemented a prototype of this system
between the Wild and Wilder platforms, located in two different buildings (see
descriptions of the two systems in Section 2.1.1). CamRay uses an array of eight
cameras embedded in each display, capturing the users’ faces (Figure 4.10). The
cameras are equally spaced along the horizontal axis of both displays and located on
the nearest bezel above users’ eye level. We used Raspberry Pi camera modules, each
one connected through a ribbon cable to a Raspberry Pi6 located at the back of the
display (Figure 4.11). Each Raspberry Pi captures video with a resolution of 800× 600
pixels, encodes it in H.264 and streams it to a dedicated computer over UDP using

6 https://www.raspberrypi.org/

https://www.raspberrypi.org/
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GStreamer7. Users’ position is tracked by a VICON infrared tracking system and
also sent to the same computer. This computer executes a C++ application based on
OpenCV8 to select the video feed of the camera in front of the user using tracking
data. Finally, the application streams the selected video along with the tracking
data to the remote wall-sized display using the WebRTC9 protocol.

On the remote location, a server receives the WebRTC video stream along with
the tracking data, and transmits it to the visualization cluster that controls the
wall-sized display. Each node of the cluster runs a web application based on NW.js10.
This application is able to display the WebRTC video stream and to forward it to
other nodes. Only a specific node in the cluster receives the stream from the server,
and forwards it to 2 or 3 other nodes, which in turn forward it to two or three other
nodes, and so on (Figure 4.11). This tree pattern allows us to transmit the video
stream to all cluster nodes with low latency and avoid overloading the server with
multiple video streams. As a result, a video window showing a remote user can
be displayed, spanning several screens if required, and moved all over the display.
This window can appear on top of the content displayed on the wall-sized display.
In addition, the server receives both the positions of the local and remote users, and
can use this information to define the placement of the video window.

Based on the observational studies, we implemented two modes for positioning
the video window on the wall-sized displays using CamRay (Figure 4.12):

• With Follow-Local, the video window follows the horizontal position of the
local user, providing constant visual contact with the remote collaborator.
This mode creates a virtual face-to-face, where both remote users are always
visible to each other even when located at different positions in front of their
respective displays.

• With Follow-Remote, the video window follows the horizontal position of the
remote user, conveying his relative position to the shared content. This mode
allows users to accurately interpret deictic instructions made by the remote

7 https://gstreamer.freedesktop.org/

8 https://opencv.org/

9 https://webrtc.org/

10 https://nwjs.io/

https://gstreamer.freedesktop.org/
https://opencv.org/
https://webrtc.org/
https://nwjs.io/
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collaborator as the video window has a consistent position, according to the
shared content.

In both modes, the video window does not move continuously, but is snapped
under each camera of the array. The video is thus placed congruently with a camera,
allowing direct eye contact between users. In addition, the video is horizontally
mirrored to maintain a spatial consistency between the video and the shared content:
a user looking to the left is therefore displayed as looking to the left in the video at
the remote location. Consequently, the remote user is seen as standing behind the
display, as in Clearboard [IK92]. Moreover, we do not display any feedback of the
users’ own video, as nobody used it during our observations. Some participants
even reported that they trusted the system to capture them properly, since they
were not responsible for adjusting the camera position.

The two proposed modes support different aspects of non-verbal communi-
cation, including eye gaze, facial expressions and gestures. In particular, Fussel
et al. [Fus+04] distinguish two categories of gestures in video-mediated commu-
nication: “pointing gestures, which are used to refer to task objects and locations, and
representational gestures, which are used to represent the form of task objects and the nature
of actions to be used with those objects”. We hypothesized that each method is best
suited to support different types of non-verbal cues: Follow-Remote consistently
positions the video relative to the remote users’ position and content, facilitating the
accurate understanding of pointing gestures, while Follow-Local maintains constant
visual contact, making it easier to perceive eye contact, facial expressions and rep-
resentational gestures. To test this hypothesis, we ran two controlled experiments
comparing both modes on two collaborative tasks. The first experiment studied
CamRay during a data manipulating task that relies on pointing gestures. The
second experiment assessed CamRay in a knowledge-sharing task that benefits from
easy perception of eye contact, facial expressions and representational gestures.

4.2.1.3 Evaluation on a data manipulation task

In a first controlled experiment [Ave+17], we aimed to assess the ability of CamRay
to properly convey pointing gestures between two remote wall-sized displays. To
achieve this, we needed a data manipulation task that requires the production and
interpretation of such gestures. We drew inspiration from the disc classification
task designed by Liu et al. [Liu+14]. In a co-located collaborative situation [Liu+16],
they explored a condition in which one participant instructed another on where to
classify discs on a wall-sized display. They observed that this condition mainly relied
on deictic instructions. We thus implemented a remote version of this condition.
In this version, an Instructor had to determine how to classify discs and give
instructions to a remote Performer who performed the manipulation (Figure 4.10).

Both wall-sized displays were divided into 32 containers, each capable of holding
up to 6 discs. On the Instructor’s wall-sized display, discs were labeled with small
letters which indicated how to group discs in containers. All the discs in the
same container needed to have the same letter to be considered properly classified.
Properly classified discs were highlighted in green, while misclassified discs were
shown in red. The Instructor was not able to move discs. On the Performer’s wall-
sized display, red and green discs were displayed without labels. The Performer was
able to move discs with a pointing device.
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12 pairs of participants performed the classification task with three video con-
ditions: Follow-Local, Follow-Remote and a control condition, named Side-by-side.
This control condition used a fixed video window on a separate screen on the left
side, perpendicular to the wall-sized display. Each participant alternately assumed
the roles of Instructor and Performer for each video condition, completing the task
twice in each role. The experimental setup was composed of the Wild and Wilder

wall-sized displays (see system descriptions in Section 2.1.1). We hypothesized that
participants would perform the task faster and rely more deictic instructions with
Follow-Remote than with Follow-Local and Side-by-side.

The main results demonstrate that participants classified discs significantly faster
with Follow-Remote than with Follow-Local and Side-by-side. There are three reasons
for this increase in performance. First, Performers followed the Instructors’ position
and gaze more closely, and were faster to drop the disc at the correct spot. In
particular, the results revealed that the distances between the Performers’ cursor and
the Instructors’ position, as well as between the Performers’ cursor and the Instructors’
estimated gaze point, were smaller with Follow-Remote than with the other condi-
tions. Second, participants used more deictic instructions and fewer words with
Follow-Remote than with the other conditions, reducing the time spent by the Instruc-
tors giving verbal instructions. Third, participants made fewer misunderstanding
errors with Follow-Remote than with the other conditions, also reducing the time
spent correcting errors. In addition to these results, qualitative feedback showed
that a large majority of participants preferred Follow-Remote when playing the role
of Performers (22/24), while Side-by-side was ranked first twice. Surprisingly, only
half the participants preferred Follow-Remote when playing the role of Instructors,
while Follow-Local was ranked first ten times and Side-by-side was ranked first twice.
This preference might be due to the fact that Instructors liked seeing their remote
collaborator’s face as they gave instructions to check for understanding.

In summary, Follow-Remote proposes to display video consistently to the shared
content, according to the remote user’s position. The results demonstrate that
participants were better able to understand deictic instructions with Follow-Remote
than with the other conditions, reducing the overall cost of communication, as
explained by Clark and Brennan [CB91]. As a consequence, Follow-Remote provides
better performance on the data manipulation task. Nevertheless, some participants
preferred the constant visual contact created by Follow-Local when checking for
their collaborator’s understanding. These potential benefits of Follow-Local should
be further explored in tasks that involve more discussion and knowledge-sharing.

4.2.1.4 Evaluation on a knowledge-sharing task

While the first experiment focused on deictic instructions, this second experiment
aimed to explore how CamRay could convey representational gestures, along with
eye contact and facial expressions. We believed that the persistent face-to-face
provided by Follow-Local, even when users move in front of the display, could be
valuable for better perceiving these non-verbal communication cues. Our goal was
to design a task involving discussion and knowledge-sharing that would benefit
from these specific cues. We drew inspiration from a realistic scenario in which two
experts have to combine their knowledge to resolve a problem.

We created a task in which an Instructor sees an image located at a random
position on the wall-sized display and has to describe it to a remote Performer. At
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Figure 4.13: (Left) sign language images and (right) Khmer characters used in the
knowledge-sharing task to evaluate CamRay.

the remote location, the Performer has to search for this image among a set of 21

images spread all over the wall-sized display. In the task, the two wall-sized displays
do not show the exact same content. This task mimics the scenario in which an
expert retrieves and shares some knowledge with a collaborator, who has to find
this information in a large data set. By using only images, the task eliminates the
need for personal judgments or negotiation when choosing among possibilities.
It also does not require participants to memorize or process information, thus
mitigating potential biases in the experiment. To ensure that participants perform
representational gestures, we conducted pilot tests with various types of images. We
selected images of sign language and Khmer (Cambodian) characters (Figure 4.13).
The sign language images are straightforward to describe because participants can
replicate the hand poses. The Khmer characters are more difficult to describe and
require a combination of gestures and speech.

6 pairs of participants performed this task with the same video conditions as in
the first experiment: Follow-Local, Follow-Remote and Side-by-side. For each video
condition, participants swapped roles and completed the task twice in each role:
once with sign language images and once with Khmer characters. The experimental
setup was also composed of the Wild and Wilder platforms. We hypothesized that
participants would reach better performance and produce of more representational
gestures with Follow-Local than with Follow-Remote and Side-by-side.

The overall results did not reveal strong effects of the video conditions in terms
of performance, including task completion time and errors. We believe this is due to
the fact that participants often decided to walk towards the video in Follow-Remote
or Side-by-side, thus recreating the face-to-face condition. The results demonstrate
that participants traveled longer distance with Follow-Remote and Side-by-side than
with Follow-Local. They also synchronized more often their relative position with
Follow-Remote. As a consequence, it is difficult to measure difference in terms of
performance, as participants could potentially benefit from face-to-face conversation
in all video conditions. We still noticed that participants made fewer errors with
Follow-Local than with Follow-Remote for the sign language images. This difference
could be explained by the fact that Instructors moved away from the described
image in Follow-Remote, and sometimes forgot the exact hand gestures to perform,
as describing this type of image relies heavily on representational gestures. Con-
cerning the production of representational gestures, we did not observe significant
differences overall. However, we were surprised to notice that Instructors used
significantly more gestures with Follow-Local than with the other conditions when
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replying to clarification requests. We hypothesized that participants spontaneously
moved to create a face-to-face situation when they provided the initial explana-
tion. But, when a clarification was required, participants were not always facing
each other with Follow-Remote and Side-by-side. Finally, qualitative feedback shows
that participants preferred Follow-Local for this task over the other two conditions,
regardless of whether they were Instructor or Performer.

While the experiment does not reveal strong evidence that Follow-Local improves
performance in a knowledge-sharing task, it does provide some hints that this
condition encourages the production of representational gestures and makes their
interpretation more accurate. The results also show that the technological hindrance
is less pronounced with this condition. In particular, participants are not required to
synchronize their position and need to travel less. As a result, participants preferred
the Follow-Local condition for such a knowledge-sharing task and perceived a lower
task load compared to the Follow-Remote condition.

4.2.1.5 Summary

In this work, we demonstrated in a first experiment that video feed displayed on a
wall-sized display can properly convey deictic instructions, including pointing and
gazing. Based on this observation, we designed CamRay to support video-mediated
communicate across wall-sized displays. It embeds an array of cameras on each
display to capture users as they move in the interactive space. We also proposed
two methods for positioning the video feed on wall-sized displays according to
local and remote users’ positions: Follow-Local creates a virtual face-to-face, while
Follow-Remote positions the video consistently relative to the shared content.

Two controlled experiments show that each method has its own advantages, mak-
ing them suitable for different collaborative tasks. Follow-Remote supports deictic
instructions for a data manipulation task, while Follow-Local supports representa-
tional gestures for a knowledge-sharing task. Nevertheless, these results are not
clear-cut for Follow-Local and its potential benefits should be further studied, taking
into consideration other non-verbal cues, such as eye contact and facial expressions.
In particular, this method could be valuable for discussion and negotiation tasks.
However, operationalizing such tasks in a controlled experiment is challenging, and
the evaluation of collaboration should be extended beyond simple performance
metrics. Given the advantages of both methods, future work should also explore
how to seamlessly integrate them without hindering the collaboration process or
overloading users.

Although the first prototype was implemented for two remote users in separate
wall-sized displays, CamRay can accommodate more than one user per location, as
the tracking system can individually identify multiple users. It can also scale to
more than two locations, as the server can receive multiple WebRTC connections
simultaneously. However, further developments would probably be necessary to
support large groups at one location or numerous remote locations. In terms of
collaboration, we need to explore further the collaborative behaviors that arise in
such large groups, including coupling styles and territorial dynamics.
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4.2.2 Perception of a remote user’s gaze direction

While large interaction spaces can foster collaboration within a co-located group,
integrating a remote user into such collaboration remains a challenge for current
telepresence systems. In this work, we considered a simple scenario in which co-
located collaborators sit around a table containing various physical artifacts, such as
paper printouts or 3D mock-ups. To integrate a remote user in this scenario, most
current telepresence systems use a screen and a camera situated at one edge of the
table to support video-mediated communication. The wide perspective provided by
this side camera makes it difficult for the remote user to see the physical artifacts on
the table. In contrast, the co-located collaborators have a closer view of the remote
user, with a much narrower perspective. The difference in perspective, along with
the offset between the camera position and the video position at the remote location,
does not allow co-located collaborators to properly interpret the gaze direction of
the remote user. This hinders communication as co-located collaborators can easily
understand each other’s gaze direction, but struggle to do so for the remote user,
potentially excluding this user from the collaboration. Our goal was to create a
telepresence system that accurately convey the remote user’s gaze direction to the
group. The co-located collaborators should be able to understand if the remote user
is gazing at one of them or at specific physical artifacts on the table.

Gaze is crucial for the collaboration, as it helps predict conversational atten-
tion [Ver99; Ver+01], perceive references to physical objects [ATI18], support remote
instructions [HYS16; Yao+18] and enhance users’ confidence [Akk+16]. Failing to
properly convey gaze can lead to confused communication [VVV00], reduced effec-
tiveness [MG02] and extra efforts to accomplish collaborative tasks [Akk+16; HYS16].
Previous work has explored gaze perception in remote collaboration, but has mainly
focused on conveying either gaze awareness between distant users [SBA92; NC05;
Gig+14] or gaze on shared digital content [IK92; KK06], leaving the problem of gaze
awareness towards physical artifacts under studied. In addition, such systems often
require specialized and complex hardware setups on the remote user’s side [PS14;
Ots16; Got+18], which might be unrealistic for traveling users.

We created GazeLens [Le+19], a video conferencing system designed to improve
co-located collaborators’ ability to interpret the remote user’s gaze (Figure 4.14). At
the group location, a 360◦ camera is located at the center of the table, and captures
a panoramic video of the collaborators seated around it. A ceiling-mounted camera

Figure 4.14: GazeLens system: (a) a 360◦ camera and a ceiling-mounted camera respectively
capture the co-located collaborators and the physical artifacts; (b) the video
from the two cameras are displayed on the remote user’s screen, with a virtual
lens guiding attention towards a specific screen area; (c) the remote user’s gaze
is properly aligned towards the observed artifact at the group location.
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Figure 4.15: GazeLens interface: (a) a magnifying lens shows a close-up view of a physical
artifact, and (b) a lens indicates a collaborator’s position around the table.

captures the physical artifacts on the table, minimizing occlusions. At the remote
location, the user has a standard computer equipped with a webcam on top of
the screen. GazeLens combines the video feeds of the two cameras in a unified
interface (Figure 4.15). We designed this interface to strategically direct the remote
user’s attention toward specific screen areas, allowing co-located users to more
accurately interpret the remote user’s gaze direction. The 360◦ video is displayed
at the top of the screen, just under the webcam, reproducing eye contact for co-
located users when the remote user looks at them in the video feed, as suggested
by Chen [Che02]. The top-view video is displayed in the middle of the screen with
the correct orientation and aspect ratio relative to the actual table. We used a focus-
based approach that mimics foveal and peripheral vision to maximize variation of
the remote user’s gaze. The top-view video of the table appears slightly blurred,
and the remote user can use a magnifying lens to obtain a sharper and closer view
of the physical artifacts. This lens is positioned at a specific location on the screen,
guiding the remote user’s gaze in the right direction with respect to the webcam
position (Figure 4.15-a). As physical artifacts can have various orientations on the
table, we provide a rotation tool on the lens to rotate its content if needed. Finally,
to keep the remote user aware of the co-located collaborators’ position around the
table, a second view of the 360◦ video is wrapped around the table top-view video
in the interface. This additional view is slightly blurred, and a square lens connects
it to the 360◦ video displayed at the top of the screen, helping the user in correlating
these two views (Figure 4.15-b).

We conducted a first controlled experiment to evaluate the effectiveness of Gaze-
Lens in conveying the remote user’s gaze in comparison to a conventional videocon-
ferencing system (Figure 4.16). This baseline used a wide-angle camera to capture
the entire room at the group location and displayed the corresponding video in
full-screen mode on the remote computer, instead of the GazeLens interface. To
minimize experiment bias, three actors assumed the role of the remote user. We
recorded multiple videos of these actors looking at 14 targets under the two video
conditions. 9 targets were arranged in a 3 × 3 grid on the table, while 5 targets were
located at the co-located collaborators’ position around the table (Figure 4.16-a).
12 participants took the role of a group member and looked at the pre-recorded
videos while sitting at two different locations around the table: in front and on the
side of the screen where the remote user’s video is displayed (positions C and A in
the figure). After viewing each video, they were asked to indicate which target the
actor was looking at. We hypothesized that GazeLens would improve accuracy of
gaze interpretation for both sitting positions compared with the baseline.
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Figure 4.16: Experimental setup of the first study. (a) Multiple targets were laid out at the
group location. These targets were viewed at the remote location through the
(b) GazeLens interface or (c) a conventional videoconferencing system using a
wide-angle camera.

Results show that GazeLens significantly increases the overall gaze interpretation
accuracy of the participants compared to the conventional videoconferencing system.
The position of the participants with respect to the screen does not influence these
findings. In addition, participants can easily distinguish whether the remote user is
looking at a co-located collaborator or at a physical artifact on the table, with over
85% accuracy. However, the results are less good when it comes to distinguishing
artifacts on the table, although they were still better than with the conventional
videoconferencing system. As a consequence, we decided to conduct a second
experiment focusing on the physical artifacts.

A second controlled experiment used the same experimental setup. The only
distinction was that the targets were arranged on the table exclusively, and with two
densities: 9 targets in a 3 × 3 grid or 25 targets in a 5 × 5 grid. 12 participants took
part in this experiment. We hypothesized that GazeLens would improve accuracy of
gaze interpretation for both target densities compared with the baseline.

Results show that GazeLens significantly improves gaze interpretation accuracy
for table artifacts for sparse, but also dense arrangements, compared with the
conventional videoconferencing system. When using GazeLens, the accuracy reaches
approximately 54% with the sparse layout versus 26% with the baseline. With the
dense layout, it drops to around 26% for GazeLens and 12% for the baseline. We also
analyzed lateral and depth errors. Although GazeLens outperforms the conventional
system for both types of errors, it results in more depth errors compared to lateral
errors. This could be explained by the fact that vertical screen space is limited in
our interface, but also by the fact that vertical gaze direction is harder to interpret
compared to the horizontal one, as studied by Chen [Che02].

As the two previous experiments focused on the co-located collaborators’ percep-
tion, we also conducted a preliminary study to gather feedback from the remote
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user’s perspective. Five pairs of participants performed a puzzle-solving task under
the two video conditions previously described. In this task, the remote user in-
structed a group member on how to arrange physical puzzle pieces on the table to
match a predefined pattern. Participant swapped roles, taking turns as the remote
user and the group member. We gathered qualitative feedback through interviews
at the end of the experiment. Only one of the ten participants reported difficulties
when using the GazeLens interface. He would have preferred another solution to
activate the lens than a mouse click. Apart from that, all participants mentioned
that it was easier to see the puzzle pieces with the GazeLens interface and preferred
this condition over the conventional videoconferencing system.

Overall, GazeLens provides a telepresence interface that guides a remote user’s
gaze, enhancing gaze interpretation in video-mediated communication with mul-
tiple collaborators located in the same meeting room. Controlled experiments
demonstrate that GazeLens improves the ability of these co-located collaborators
to distinguish whether the remote user is looking at them or at physical artifacts
on the meeting room table. GazeLens also enhances their accuracy in determining
which specific physical artifacts on the table are referenced by the remote user,
although there is still room for improvement. In particular, we designed GazeLens to
be simple enough to be deployed in any meeting room with any camera, but we did
not consider camera position, camera focal length, screen size or distance between
the screen and the table when defining the lens position. Although achieving geo-
metrically corrected gaze in video-mediated communication is almost impossible,
our system could be improved by integrating these parameters. However, this could
require some configuration and calibration steps, which can be time-consuming. It
would be interesting to explore various trade-offs and find out which parameters
have the biggest impact on the accuracy of gaze direction interpretation. Finally,
future work should also explore how GazeLens can be extended to support multiple
remote users. Each remote user can be represented by a dedicated screen around
the table, but it could be valuable to investigate solutions using a single large screen,
as most meeting rooms are usually equipped with only one screen dedicated to
video-meditated communication.

4.2.3 Exploration of a remote augmented reality workspace

Augmented reality (AR) makes it possible to create large interactive spaces by
integrating virtual content in any physical space. Nevertheless, sharing this virtual
content with a remote collaborator is a challenge, especially when this user does
not have access to AR or VR equipment. Yet, such asymmetrical collaboration
configurations are common today in many circumstances, as more and more
collaborators travel or work from home. While video-mediated communication
plays a crucial role in enhancing remote collaboration in such contexts, it cannot
provide a comprehensive understanding of the AR workspace including both
physical and virtual content. Our objective was to establish an effective collaboration
between augmented reality and remote desktop users, leveraging the benefits of
AR for the remote user.

Several AR technologies propose to video-stream the AR user’s perspective.
However, these solutions do not provide a view of the user, thus failing to convey
non-verbal cues such as gestures, body postures, or facial expressions. Moreover,
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Figure 4.17: Remote-view configurations for the first study: (left) Headset View, (middle)
External View and (right) Virtual View. Remote participants give instructions
to the AR user on how to arrange 3D shapes on a virtual support.

the remote user’s viewpoint is limited to the AR user’s perspective, which hinders
the remote user’s ability to adequately perceive and explore the AR workspace.
Nevertheless, ensuring view independence enhances collaboration performance, as
reported by Tait and Billinghurst [TB15]. Some systems create a 3D reconstruction
of the AR workspace, allowing the remote user to navigate independently in the
3D scene. However, this 3D reconstruction requites heavyweight and complex
hardware setups [AAT13; Bai+20], consumes large communication bandwidth, is
affected by network outages [Ahs+21] or imposes significant constraints on the
view possibilities of the remote user [Gau+14; Moh+20]. In addition, the AR user
is often reconstructed in 3D along with the environment, resulting in a poor user
representation that reduces expressiveness and creates an “uncanny valley of XR
[extended reality] telepresence” [Jon+21].

In this work, we targeted an asymmetric collaboration scenario between a local
AR user wearing an optical see-through headset (Microsoft Hololens 2) and a remote
user who participates from a distance through a desktop application. We restricted
our design space to lightweight setups using only a single external depth camera
on the AR user’s side, in addition to the camera of the headset. This external
camera could be easily replaced by a webcam and a smartphone as many devices
are now equipped with depth sensors. The remote user simply uses a standard
laptop or desktop computer with a webcam. We aimed to enhance video-mediated
communication between these two users with new visual and interaction modalities.

As a first step, we conducted a user study [FFT22b] to investigate the trade-offs
associated with different AR workspace representations and scene viewpoints. 24

participants took the role of the remote user and instructed an experimenter, who
acted as a confederate, to accomplish a puzzle-solving task in AR. Participants were
presented with a randomly generated pattern composed of 8 puzzle pieces among
the 18 available in the AR workspace. The experimenter’s task was to replicate this
pattern on a virtual plane placed on his table. Participants provided instructions
under three conditions (Figure 4.17):

• Headset View: participants viewed an augmented video from a first-person
viewpoint provided by the AR headset camera.

• External View: participants viewed an augmented video from a third-person
viewpoint provided by the external camera.

• Virtual View: participants viewed a fully virtual representation of the 3D
scene. They could freely navigate in the scene and choose their own view-
point. No information regarding the physical environment was visible, but a
simplified avatar represented the AR user.
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AR user view Alternative views of the remote user interface
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Figure 4.18: A remote user guides an AR user achieving a physical furniture arrangement
task in a virtual 3D house model with ARgus. (a) The AR user view displayed
in the headset and the three AR workspace representations combined in the
desktop interface of the remote user: (b) a fully virtual view, (c) an augmented
first-person view, and (d) an augmented third-person view.

After completing the task, participants rated the perceived difficulty for different
components of the task and their overall preferences. The results indicate that each
view configuration has its own qualities that are difficult to substitute using the other
views. The External View provides a global perception of the AR workspace and
helps participants search for puzzle pieces. The Virtual View supports independent
navigation, helping participants give instructions from a convenient and stable
viewpoint. Finally, the Headset View is effective for perceiving the AR user’s
actions and communicating egocentric instructions.

Building on these findings, we focused on combining these multiple representa-
tions and providing remote users with direct control over their use. We designed
ARgus [FFT22b; FFT22a], a multi-view video-mediated communication system
that combines the three representations through interactive tools for navigation,
previewing, pointing, and annotation (Figure 4.18). ARgus receives the augmented
video from both the AR headset and the external depth camera. It also maintains a
synchronized version of the virtual scene, and can generate virtual views from any
location. This enables the remote user to seamlessly switch between the Headset

View, the External View and any viewpoint of the Virtual View. Additionally,
ARgus offers the ability to display live previews of each view in a thumbnail at
the top of the current view, allowing users to quickly glance at a view or decide
whether it is worth switching to another view.

The ARgus interface provides three buttons for transitioning between views.
Hovering the mouse over a button displays the preview thumbnail of the corre-
sponding view. Clicking on the button activates the view. We used a trajectory and
field-of-view interpolation of the camera in the virtual scene when switching views
to avoid abrupt transition and disorientation. 3D navigation in the virtual scene is
possible by using the mouse. The virtual scene also offers an alternative to preview
and switch between views by hovering over and clicking on dedicated 3D widgets:
the AR user head for the Headset View and the 3D model of the external camera
for the External View. When viewing one of the two augmented video views, the
remote user can still use the mouse to navigate in 3D, but this immediately switches
the representation to the Virtual View. We also provided a pointing stick and
annotation features to enhance communication. The pointing stick can be activated
in any view, but it temporarily freezes the Headset View to allow for accurate
pointing. Annotations are represented by colored spheres visible in any view.

We conducted a second user study that observed how 12 participants used
ARgus to provide remote instructions for an AR furniture arrangement task. We
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Figure 4.19: Timelines showing the use of the three views, the previews and the pointing
stick for each participant when performing the experimental task with ARgus.
Circled participants were exposed to ARgus first.

compared ARgus to a controlled condition using only the Headset View without
any interaction functionalities. We designed a furniture arrangement task, which
involves both physical and virtual objects in the 3D scene. Participants had to
give instructions to an experimenter, who acted as a confederate, for positioning
physical miniature furniture in a virtual 3D model of a house. Participants were
given a set of constraints to fulfill for the furniture arrangement. These constraints
rely on random parameters to create various arrangement tasks unknown to the
experimenter. Participants performed a distinct task for each video condition, and
then answered a questionnaire to provide feedback about the two conditions.

To analyze the strategies used by participants to complete the task with ARgus,
we created timelines showing the time spent in each view, as well as the use
of previews and communication tools (Figure 4.19). Since we did not encourage
participants to be fast, the time range does not always reflect active collaboration,
as some participants spent initial time thinking about the task or exploring the 3D
house model. Overall, participants frequently transitioned between views or used
previews, which demonstrates that ARgus is especially useful to perform the task.
This is confirmed by the fact that ARgus reduced participants’ reliance on verbal
instructions and was generally preferred compared to the condition using only the
Headset View. Nevertheless, we observed that participants employed different
strategies when using ARgus. While 3 participants (P1, P3, P9) found the External

View very useful, others judged that the Virtual View and Headset View were
enough to complete the task. A few participants, such as P11, relied extensively on
the preview feature, whereas others used it temporarily, mainly before switching
views. We hypothesized that mastering all combinations of views and previews, as
well as developing strategies to use them effectively in various collaboration steps,
may require a long learning process that was not assessed in this study.

In summary, we explored how different views can enable a remote desktop
user to collaborate with an AR user by perceiving both the physical and virtual
content surrounding this AR user. We first compared three representations of the
AR workspace and showed that each of them presents different benefits, targeting
different collaboration aspects. Based on these findings, we developed ARgus,
a multi-view collaboration system that provides tools for effectively switching
between views and navigating in the AR workspace. A second user study suggests



4.3 conclusion 73

that the flexibility of ARgus allows remote users to verify spatial constraints more
efficiently and reduces their reliance on verbal instructions. Future work needs to
examine the multi-view collaboration strategies from the perspective of the AR
user, and how to provide awareness about the visual perception and interaction
capabilities of the remote user. Moreover, ARgus could be extended to multiple
remote users, but this will pose significant challenges in terms of awareness since
users will now have distinct representations of the 3D scene and various viewpoints.

4.3 conclusion

Remote collaboration across large interactive spaces is becoming crucial in many
situations, allowing remote experts to combine their expertise and offering the
flexibility to work from home or reduce travel. As a consequence, new collaborative
systems need to handle a wide range of collaboration scenarios and support users
with asymmetric device configurations. In this chapter, I first studied the technical
aspects of connecting remote users across heterogeneous interactive platforms.
I then explored various telepresence systems for enhancing awareness among such
remote users with video-mediated communication.

In the first section, I presented several systems for synchronizing CAD data
across remote locations, transmitting spatialized 3D audio and reconstructing live
3D head models of remote users. However, these systems are still preliminary
proofs of concept at this stage, and would benefit from further development and
evaluation on real-life collaboration scenarios. For example, our architecture for
synchronizing CAD data could be tested in a large-scale collaboration setting
involving multiple design team members interacting with a wide range of immersive
and non-immersive devices. The spatialized audio system could be integrated and
tested with the telepresence systems proposed in the second section of this chapter.

In the second section, I investigated the potential of video-mediated communica-
tion to enhance remote collaboration in different configurations. I first focused on a
one-to-one collaboration between two remote collaborators using similar interactive
platforms. Next, I explored what happens when a user is away from the work
team, involving a one-to-many collaboration. Finally, I addressed the situation in
which users do not have access to the same equipment, leading to a one-to-one
collaboration between users with immersive and non-immersive devices. For each
collaboration configuration, our work is grounded in experimental findings that
provide fundamental insights on how users can collaborate through video. In par-
ticular, we assessed users’ ability to interpret deictic gestures through video and
the impact of different representations of augmented reality content on collabora-
tion. Based on these findings, we designed several telepresence systems following
the requirements of each collaboration scenarios. I want to emphasize that these
systems also represent technical achievements in themselves, involving complex
features such as streaming multiple video feeds, augmenting video with virtual
content, or transmitting video along with users’ positions and actions. As the final
step, we evaluated these systems on various collaborative tasks. In multiple cases,
we observed that effectively conveying appropriate non-verbal cues or providing
useful communication tools can enhance collaboration and reduce the reliance on
verbal communication. Nevertheless, conducting an exhaustive evaluation of such
collaborative systems is challenging due to the multitude of situations, distinct user
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roles, and diverse phases in the collaboration process. Therefore, further evaluation
of our systems in different tasks and contexts would be welcome.

While most of the work presented in this chapter can be extended to multiple
users and multiple remote locations, they have only been tested with two users
in one-to-one collaboration. This is mainly due to the complexity of conducting
controlled experiments with more than two users, as a larger number of users
considerably increases the potential biases of the experiments. However, we need
to find new ways to assess collaboration in such multi-user scenarios. Relying on
observational studies, as we did to evaluate ARgus, may be a solution. It could also
be useful to compute real-time indicators of collaboration quality by automatically
analyzing users’ speech, gaze direction and relative movements, instead of doing
it manually after the experiments, as we did in most of our work. In future work,
I want to assess how the proposed systems can handle multiple users in each
large interactive space. A first step will be to assess CamRay with two users in
front of each wall-sized display. I also plan to extend these systems to multiple
remote locations. For example, GazeLens and ARgus could be easily extended to
integrate multiple remote users. A long-term objective will be to target true hybrid
collaboration situations involving both co-located and remote users interacting with
heterogeneous devices.

In its current state, this research treats collaboration as a single, simple activity
between users. However, collaboration is much more complex, involving different
collaboration styles that evolve over time. These styles can include tightly coupled
and loose collaboration, subgroup collaboration, as well as spontaneous or side
discussions. In future work, I want to assess how the proposed systems can support
these different collaboration styles. I also want to extend these systems to better al-
low transitions among the different phases of a collaboration. For example, CamRay
can probably handle different collaboration phases with its two video modes, but a
solution to transition between the two modes would be required to support various
collaboration dynamics.
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F U T U R E P E R S P E C T I V E S A N D C L O S I N G R E M A R K S

The previous chapters have presented my past work, which focused on investigating
individual and collaborative interaction in shared interactive spaces (Chapter 3) and
connecting remote users across large interactive spaces through appropriate com-
munication and awareness cues (Chapter 4). This final chapter describes my future
research directions and concludes this manuscript with more general remarks.

5.1 interaction all along the mixed reality continuum

Chapter 3 presented interaction and collaboration techniques targeting different
levels of the mixed reality continuum, defined by Milgram et al. [Mil+95] and
recently revisited by Skarbez et al. [SSW21]. These techniques include touch inter-
action on a 2D wall-sized display, 3D gestures in an augmented reality space and
haptic interaction in an immersive virtual reality system. However, these interaction
techniques remain designed for a specific device and cannot be applied at other
levels of the mixed reality continuum. In this section, the term “level” designates a
specific position of the continuum, without any notion of discrete tiers or hierarchy.

In general, with the wide diversification of computing devices, solutions exist
for visualizing content and interacting at each level of the mixed reality continuum.
Additionally, new devices start to offer the ability to transition along this continuum.
For example, video see-through headsets now enable users to switch from real
vision to various AR views and fully immersive VR views. Despite this, applications
and interaction techniques stay siloed at specific levels of the continuum.

As each level has its own benefits and they all complement each other, I argue that
new interactive systems should provide users with the ability to interact at multiple
levels of the continuum and transition among them. In particular, I believe that
such transitions are mandatory to integrate mixed reality into the everyday work
pipeline. To be usable, such interactive systems must provide users with consistent
interaction techniques to avoid confusing them by changing techniques every time
they change level. My future work will concentrate on two main challenges for this
research axis: (i) designing large interactive spaces that support transitions along
the mixed reality continuum, and (ii) providing consistent interaction techniques
that enable users to seamlessly interact across multiple levels.

Supporting transitions along the mixed reality continuum. To achieve these
transitions, I envision that users could use either multiple devices or a single
device allowing such transitions. I illustrate this concept by presenting a realistic
scenario that highlights the benefits of each level of the continuum. This scenario
was inspired by observations of real designers in the automotive industry who
use a desktop computer along with a VR headset: they use CAD software on the
desktop computer to design products and review them in 3D using the VR headset.

This scenario involves engineers who need to analyze a large number of 3D
numerical simulation results (Figure 5.1). For tasks such as parameterizing the sim-
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Figure 5.1: Scenario involving interaction along the mixed reality continuum: (1) interaction
with the 2D desktop interface, (2) augmentation of the computer screen with
3D models, (3) immersion in a 3D model with virtual reality and (4) interaction
with a hybrid interface combining augmented reality and desktop interface.

ulation software or sorting the results, a standard computer allows them to perform
these actions efficiently by using the mouse and keyboard (Step 1 in the figure). To
compare several simulation results, they use a mixed reality headset that displays
these results in 3D around their computer screen (Step 2). In this configuration, they
can interact with the data using the mouse both on the screen and in the 3D space,
as proposed by Plasson et al. [PBN22]. Later, to better understand an unexpected
detail in one of the results, they choose to immerse themselves in a 3D virtual
environment, enabling them to view the simulation in context (Step 3). They can
thus physically move around and interact in 3D with the displayed data. Finally,
once they identify the problem, they return to a hybrid view that combines the
computer screen with a 3D view of this specific simulation result. This configuration
makes it easy to annotate the data with the keyboard (Step 4).

This scenario illustrates a global vision involving both multi-device interactions
and transitions between different levels of the mixed reality continuum. Roo and
Hachet [RH17] proposed One Reality, a conceptual framework enabling a compa-
rable scenario. One Reality allows users to interact with a physical object and its
virtual counterpart at 6 levels of the continuum, ranging from the physical object
alone to an immersive view of the virtual counterpart in VR. Although all levels
are synchronized, users still need to switch devices to transition between certain
levels. Such systems require a distributed software architecture to share data across
multiple devices. This architecture could be inspired by the work achieved during
my PhD to distribute data across VR devices in a collaborative context [Fle+10b].

As a first step, I plan to explore simpler configurations that combine desktop
interfaces, mobile devices or wall-sized displays with mixed reality technologies.
For example, in the context of co-located collaboration, James et al. [JBC23] propose
to extend a wall-sized display with shared and personal surfaces displayed using
AR headsets. I have also initiated a project on 3D editing, in which we want to
augment a standard computer screen by incorporating 3D views positioned around
the screen with augmented reality. The goal of this future work will be to gain
insights on how users can interact at various levels of the continuum and assess the
need for transitions among these levels.
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Providing consistent interaction across the mixed reality continuum. To seamlessly
interact across different levels of the mixed reality continuum, users need consistent
techniques that prevent them from having to switch to a whole new set of interaction
techniques every time they change level. A first solution is to enable users to
interact at multiple levels using the same input device and interaction technique.
For example, Plasson et al. [PBN22] propose to use a mouse for interacting on a
2D screen, as well as with 3D views displayed next to the screen through an AR
headset. James et al. [JBC23] extend the pointing and grabbing techniques from an
AR headset to also grab 2D content on a wall-sized display. I plan to further explore
multi-level interaction techniques for manipulating both 2D and 3D content with
various devices and different interactive setups.

However, we cannot expect users to interact with the same technique across
all levels of the continuum, given the wide range of devices available. We must
therefore enable them to change techniques without being lost or having to relearn
all the interaction mechanisms for each new application. I think that efforts should
be made to propose standardized interaction techniques, especially when it comes
to 3D interaction, which is fairly new to users and remains very specific from one
application to another. Interaction discoverability should also be improved in mixed
reality systems, as it is the case for 2D interfaces. Finally, we have to keep in mind
that the new techniques must allow multiple users to interact in the same interactive
space and potentially support collaborative activities.

5.2 hybrid collaboration across large interactive spaces

Chapter 3 explored various co-located collaboration scenarios, while Chapter 4

focused on remote collaboration. However, none of this work investigates real hybrid
collaborative situations, including both co-located and remote users. While GazeLens
(Section 4.2.2) aimed to integrate a remote user into a co-located collaboration, this
work did not explore the co-located aspect of the collaboration.

Hybrid collaboration has become a necessity due to major changes in our society
and the new organization of work. We are experiencing more and more diverse
collaborative situations, such as meetings with a colleague working from home, or
work sessions between two distant groups. The COVID-19 pandemic significantly
accentuated this trend [Yan+22]. However, current computer-mediated collaboration
systems often lack flexibility to adequately support hybrid collaboration. This can
lead to awkward situations in which colleagues within the same building opt to
stay in their individual office for a videoconference meeting instead of attending
together, or are forced to have side conversations via chat during such meetings.

My future research aims to investigate how large interactive spaces can foster
real-time collaboration in hybrid situations. For example, these situations may
include remote collaboration among co-located subgroups or collaboration between
a co-located group and multiple remote users (Figure 5.2). As suggested in the
previous research axis, users may interact at different levels of the mixed reality
continuum using heterogeneous devices, ranging from simple smartphones to
immersive VR rooms. I think that this diversity of devices has the potential to
enhance hybrid collaboration. Nevertheless, this raises new challenges regarding
(i) how to integrate users with heterogeneous devices in the collaboration, (ii)
how to provide appropriate awareness among users, regardless of whether they
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Figure 5.2: Hybrid collaboration involving co-located and remote users interacting with
heterogeneous devices.

are co-located or remote, and (iii) how to support different dynamics during the
collaboration process. Without trying to mimic collaboration in the real world, I
believe we need new ways of collaborating that take advantage of the specific
capabilities of each interaction device, in a similar spirit as the “Beyond being there”
concept described by Hollan & Stornetta [HS92].

Integrating users with heterogeneous devices. As presented in the previous re-
search axis, I envision that users will be able to interact at multiple levels of the
mixed reality continuum and transition among these levels. Consequently, users
will collaborate with both co-located and remote collaborators across various levels
of the continuum. These heterogeneous situations provide many opportunities for
exploring new collaboration scenarios. For instance, given that using immersive
VR for extended periods of time can be strenuous, users could use non-immersive
devices to remotely monitor collaborators immersed in VR and interact with them.
This approach allows users to reserve VR for specific tasks during long work ses-
sions, taking turns in VR as needed. I also plan to study another scenario in which a
co-located group collaborates in front of a wall-sized display, while remote collabo-
rators, who do not have access to such equipment, join them using VR headsets that
display a virtual version of the content. A few studies have explored asymmetric
collaboration across heterogeneous devices, but they mainly focused on co-located
collaboration. For example, ShareVR [Gug+17] and TransceiVR [Tho+20] use a smart-
phone or a tablet to interact with a user immersed in VR, while ShARe [Jan+20] and
HMD Light [Wan+20b] use a projector mounted on an AR or VR headset to share
the view of the headset user. I plan to extend this previous work to broader hybrid
collaborative situations including remote users.

The main challenge is to provide all users with appropriate interaction techniques
to act on shared content and communicate their ideas, regardless of their geograph-
ical location or their device. These techniques should leverage the potential of every
device to allow users to have complementary interaction capabilities. Additionally,
it is necessary to find appropriate ways to represent users’ activities and interaction
capabilities to improve understanding among them. Given that users may have
varying interaction capabilities, it is crucial that they can understand what others
are currently doing and what they can do to enable effective collaboration. As a first
step, I plan to extend ARgus (Section 4.2.3) to support multiple co-located AR users,
as well as multiple remote users. This will require finding solutions to allow AR
users to accurately understand what is the viewpoint of each remote user on the
AR workspace, and give all remote users the ability to participate in 3D interaction.
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Providing appropriate awareness between co-located and remote users. Allow-
ing effective collaboration in hybrid situations requires to provide appropriate
awareness among all users. This awareness is crucial for enhancing their mutual
understanding and helping them build a common ground [CB91]. Providing such
awareness is challenging between co-located and remote users, as they do not share
the same interactive space and cannot see each other directly. I plan to explore
multiple solutions for representing the remote users, but also the space surrounding
them, in a way that ensures seamless interaction between co-located and remote
users. Representing the space surrounding users is especially important to facilitate
the establishment of a common ground, as we studied in ARgus (Section 4.2.3).

I first want to explore different visual representations of the remote users in
collaborative situations involving mixed reality technologies. There is not clear
consensus regarding the impact of user representations on collaboration. Yoon et
al. [Yoo+19] compared the effects of realistic and cartoon-like avatars on social
presence, while Congdon et al. [Con+23] compared the effects of video and 3D
avatar representations on trust. Both studies concluded that the results could
highly depend on the collaborative context and the environment surrounding the
users. Although solutions exist to create high-quality realistic avatars, such as Pixel
Codec Avatars [Ma+21], I believe that there are some collaborative situations where
avatars may not be the most appropriate representation. It is especially the case for
collaborative situations including users with both immersive and non-immersive
devices, as using avatars for non-immersive users may not be meaningful. In such
situations, I want to experiment with solutions that integrate real video streams
into virtual environments in a way that goes beyond real-world collaboration.
For example, we could attach virtual windows displaying remote collaborators’
video on the side of the users’ field of view in a VR environment or on the users’
wrist in an AR environment. This will create a virtual face-to-face with the remote
collaborators, as we explored with CamRay on wall-sized displays (Section 4.2.1).
We also need to find solutions to represent users of immersive devices for the
collaborators using non-immersive devices.

Although showing the spaces surrounding remote users is straightforward in
non-immersive contexts with cameras, it becomes challenging for mixed reality
environments that overlap multiple remote spaces with both physical and virtual
content. Most previous work on remote collaboration in mixed reality focused on
host-guest situations, where the guest is immersed in the augmented environment
of the host [Teo+19; Piu+19; Bai+20]. Other research proposed sharing only a few
physical objects [Ort+16] or virtual content [Mah+19], but not the entire spaces
surrounding users. However, some collaborative situations require a shared space
that combines the spaces of all remote users with their corresponding physical con-
straints. A few studies have explored this aspect, mainly focusing on the technical
aspects of reconstructing and blending users’ physical spaces [LMR14]. I plan to
approach the problem from a different angle by studying how users perceive the
remote spaces of their collaborators and identifying which cues are mandatory
to build a mental representation of the shared space. I will then investigate rep-
resentations that mix symbolic and realistic elements to reveal this shared space.
These representations should prevent users from perceiving the shared space as a
superposition of individual spaces. Instead, they should facilitate the establishment
of a common ground between users, enhancing their mutual understanding.
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Supporting various collaboration dynamics. As the number of users involved
in hybrid collaboration increases, not all users will be collaborating together at
all times. Collaborative systems will thus have to support different moments in
collaboration, such as tightly coupled and loose collaboration, subgroup collabora-
tion, and spontaneous or side discussions. However, current telepresence systems,
including those presented in Section 4.2, do not adequately support these dynamic
collaboration scenarios.

As an initial step, I plan to study collaboration dynamics in co-located situations
without technology mediation. In particular, I want to observe groups of co-located
users interacting in large interactive spaces, such as rooms equipped with large
screens, tabletops, or AR devices. Building upon these observations, the goal is to
extend our work on telepresence systems for wall-sized displays (Section 4.2.1) to
support these collaboration dynamics. An obvious first goal is to explore manual
and automatic solutions for switching between the Follow-Local and Follow-Remote
modes of CamRay. Moreover, I can imagine various other collaborative feature
based on video. For example, some video windows could appear or disappear
as appropriate to manage tightly coupled versus loose collaboration. Other video
windows could be split and displayed at different positions to encourage users to
move to specific areas of the screens, thus fostering subgroup collaboration across
remote platforms. Additional devices, such as smartphones, could also be used
on the fly to make side conversations possible. In addition to video, I believe it
would be valuable to incorporate spatialized 3D audio by using the system we
developed (Section 4.1.2). Spatialized 3D audio could enable users to determine
remote collaborator positions, manage subgroup discussions without disturbing
others or ensure privacy for side conversations.

5.3 closing remarks

The demand for computer-supported cooperative work has never been more crit-
ical, given the substantial growth of digital data and significant societal changes,
including new work organization and the green transition. An increasing number of
individuals are required to work from home or collaborate with colleagues world-
wide while limiting their travel to mitigate their environmental footprint. Although
computer-supported cooperative work has been studied for several decades, the
vast majority of previous work considered simplistic collaborative situations, such
as one-to-one or group collaboration among individuals with similar roles. However,
real-world collaboration is considerably more complex, involving multiple roles,
users entering and leaving the collaboration, and different collaboration dynamics,
such as spontaneous or side discussions. I argue in this manuscript that large inter-
active spaces provide a unique opportunity to support such complex collaborative
situations across time and space. Nevertheless, further research is still needed to
handle hybrid collaboration and transitions along the mixed reality continuum.

While my contributions and future perspectives mainly concentrate on syn-
chronous collaboration, large interactive spaces hold significant potential for foster-
ing collaboration in asynchronous situations. This is a typical case where computer
systems can provide users with collaborative interaction that goes far beyond what
is possible without technology mediation. Fender and Holz [FH22] illustrate the
benefits of mixed reality technology for co-located asynchronous collaboration.
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However, only a few studies have addressed asynchronous collaboration, as ob-
served by Irlitti et al. [Irl+16], leaving plenty of space for design exploration, as
suggested by Chow et al. [Cho+19]. I believe that asynchronous collaboration can
be a promising long-term perspective for future work.

Targeting complex collaborative situations also raises the question of how to eval-
uate collaboration, as it cannot be solely assessed through performance measures
in lab experiments. The success of collaboration is determined by many underlying
indicators that are challenging to quantify. These indicators include social presence,
mutual understanding, active participation, and feeling of closeness or friendliness
among collaborators. A few studies have attempted to measure some of these
indicators through questionnaires or post-experiment conversational analysis, as
we have done in some of our work [Ave+17; Oku+20; FFT22b]. However, these
analyses are difficult and time-consuming, thus limiting the number of indicators
that can be measured. With current advances in sensing technologies and artificial
intelligence, we just started to create a system that evaluates collaboration quality
in real time [Léc+23], as part of the PhD work of A. Léchappé, co-supervised with
M. Cholet and C. Dumas, and in collaboration with A. Milliat. At the current stage,
this system can collect gaze and speech signals, as well as compute speaking time
distribution, turn-taking, speech overlaps, joint visual attention, and mutual gaze.
A first iteration used these indicators to differentiate situations with active collabo-
ration from those without collaboration. Future steps will consist of detecting more
complex collaborative situations, and providing users with real-time feedback to
prevent critical situations arising from poor collaboration.

To conclude, I believe that large interactive spaces hold huge potential for foster-
ing collaboration in various real-world situations. Nevertheless, many challenges
persist in providing collaborators with rich social interaction and appropriate col-
laborative features. Close collaboration with researchers in social sciences will be
crucial to better understand how individuals collaborate through technology and
to adequately evaluate such collaboration.
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Combining Bimanual Interaction and Teleportation for 3D Manipulation
on Multi-Touch Wall-sized Displays

Jean-Baptiste Louvet 1,2,3 * Cédric Fleury 2,1 †
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Figure 1: 6 degrees of freedom manipulation of a 3D object on a multi-touch wall-sized display combining bimanual interaction and
teleportation. The user is performing a xy translation (main picture), z translation (a), roll rotation (b), and pitch & yaw rotation (c).

Abstract
While multi-touch devices are well established in our everyday life,
they are currently becoming larger and larger. Large screens such
as wall-sized displays are now equipped with multi-touch capabil-
ities. Multi-touch wall-sized displays will become widespread in
a near future in various places such as public places or meeting
rooms. These new devices are an interesting opportunity to inter-
act with 3D virtual environments: the large display surface offers
a good immersion, while the multi-touch capabilities could make
interaction with 3D content accessible to the general public.

In this paper, we aim to explore touch-based 3D interaction in the
situation where users are immersed in a 3D virtual environment and
move in front of a vertical wall-sized display. We design In(SITE),
a bimanual touch-based technique combined with object teleporta-
tion features which enables users to interact on a large wall-sized
display. This technique is compared with a standard 3D interaction
technique for performing 6 degrees of freedom manipulation tasks
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on a wall-sized display. The results of two controlled experiments
show that participants can reach the same level of performance for
completion time and a better precision for fine adjustments of object
position with the In(SITE) technique. They also suggest that com-
bining object teleportation with both techniques improves transla-
tions in terms of ease of use, fatigue, and user preference.

Keywords: multi-touch interaction, 3D manipulation, wall-sized
display, virtual reality

Concepts: •Human-centered computing → Virtual reality;
Touch screens; Usability testing;

1 Introduction
Even if touch has been reserved for small devices such as smart-
phones and tablets in its early years, more and more large screens,
such as computer screens, televisions, whiteboards, and wall-sized
displays, are now equipped with multi-touch capabilities. Large
multi-touch screens will become widespread in a near future in var-
ious locations such as public places, meeting rooms, classrooms.
For example, we can already see such large multi-touch displays in
shopping malls or airports to enable visitors to browse information.
At the same time, Microsoft is currently launching its new Surface
Hub1 which is designed for meeting rooms.

Large screen displays are powerful tools to visualize the increasing
amount of data from science, industry, business, and society. They
are also appropriate to support collaboration among small groups of
users. However, these benefits should not be limited to 2D content.
Large multi-touch devices are a relevant solution to interact with
3D virtual environments. While the large display surface increases

1https://www.microsoft.com/microsoft-surface-hub/
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immersion in virtual environments, multi-touch input is a simple
and efficient way to perform 3D interaction. Touch-based interac-
tion can be easy to use and to learn for none-expert users since most
of the people are familiar with touch devices. It also does not re-
quire additional external equipment since everything is embedded
in the display device, which makes it particularly suitable for public
areas, classrooms, and meeting rooms.

Most of the current touch-based 3D interaction techniques are de-
signed either for small screens or consider that users stay static in
front of the screen. Consequently, these techniques are not well
adapted to the situation where users are immersed in a 3D virtual
environment and freely move in front of a large vertical screen. In
particular, finger combinations could be hard to achieve if users
have to perform actions at the top or the bottom of the screen. In
this paper, we propose In(SITE), a bimanual interaction technique
designed to perform 6-DOF manipulation of 3D virtual objects us-
ing multi-touch input on a wall-sized display. This technique takes
advantage of the large interaction space available on the display,
in addition to the fact that users can easily move along the screen
and perform actions with their two hands. On large wall-sized dis-
plays, it can be uncomfortable and inefficient to have to drag objects
all along the screen when performing large translations. Conse-
quently, we also propose to combine the In(SITE) technique with
object teleportation features in order to overcome this drawback.

Two controlled experiments were performed to assess the usability
of the In(SITE) technique in comparison with a standard 3D inter-
action technique which is used as a baseline for interaction in virtual
reality. The first experiment evaluates the two techniques for 3D
manipulation tasks which require only translations, while the sec-
ond experiment focuses mainly on rotations. The first experiment
also compares both techniques with and without teleportation fea-
tures to determine the benefits of teleportation for each technique.

After reviewing the related work (section 2), we present the
In(SITE) technique (section 3). Section 4 describes the usability
testing of the In(SITE) technique through two controlled experi-
ments. Then, we discuss the implications for touch-based 3D in-
teraction on wall-sized displays (section 5). Finally, we conclude
and propose a set of future research directions for 3D interaction on
multi-touch wall-sized displays (section 6).

2 Related Work
The increasing accessibility to multi-touch technology has drawn
the attention of researchers on the capabilities of touch-based inter-
action for 3D manipulation. On a state of the art about 3D interac-
tion, Jankowski and Hachet [2015] point out that “3D transforma-
tion widgets need to be reinvented to adapt to the tactile paradigm”,
as users of touchscreens do not have access to an unobstructed view
of the screen, an accurate pointing, and a direct access to buttons.
The emergence of large wall-sized displays with multi-touch capa-
bilities also introduces new constraints which should be taken into
account when designing 3D touch-based interaction techniques.

2.1 3D Touch-based Interaction
Multiple approaches using touch input for 3D interaction have been
explored. Cohé and Hachet [2012] conducted an experiment to un-
derstand how non-technical users a-priori interact with multi-touch
screens to manipulate 3D objects. The experiment was conducted
by showing participants a video of a cube transformation (rotation,
scaling, translation) and then asking them to draw a gesture that
best matches this transformation on a static image displayed on a
touchscreen. The results of the study made them define a taxonomy
based on the analysis of the users’ gestures. It contains different
strategies applied by participants to perform the actions for rota-
tion, scaling, and translation. This study gave us some guidelines

on how to design the interaction technique presented in this paper.

Some techniques try to mimic direct manipulation of an object in
3D such as the screen-space technique presented by Reisman et al.
[2009]. This technique was designed to ensure that the screen-space
projection of the object-space point “touched” by users always re-
mains under their fingertip. It uses a constraint solver to minimize
a function that measures the error between the points in the object
local-space and the points in screen-space and update the object
position and rotation according to the result. Even if these manip-
ulation techniques seem more intuitive, the users can have troubles
to perform specific manipulation (especially for rotation) because
it is not always easy to predict how the manipulated object will re-
act and to determine what is the correct action to perform. In a
similar way, sticky fingers presented by Hancock et al. [2009] is a
force-based interaction technique designed to maintain the feeling
of physical interaction with a virtual object. It is a transposition of
the 2D multi-touch interaction paradigm (rotate, spin, scale) to 3D
interaction. Jackson et al. [2012] proposes to extend touch-based
interface techniques by using hand gestures above the surface.

Some other techniques use multiple simultaneous touch inputs from
several fingers or/and from both hands to control each one of the 6
DOF. In particular, Hancock et al. [2007] have tested different 3D
manipulation techniques in “shallow-depth” (i.e., in limited depth)
involving 1, 2, or 3 touch points, making possible to control 5 or
6 DOF. The user study carried out shows that user preference and
performance are higher with techniques involving multiple touch
points which enable users to separate DOF. To facilitate the con-
trol of the depth, the multi-touch viewport presented by Martinet
et al. [2010a] divides the screen in four viewports, each one corre-
sponding to a different viewpoint on the 3D scene. Interacting in
the first viewport allows a 2 DOF translation of the object, while
interacting at the same time in a second viewport makes it possible
to control the third DOF of translation of the object. Martinet et
al. [2010a] also proposed the Z-technique in order to only use a sin-
gle view of the scene for 3D positioning. When a first finger touches
the screen, a raycast is done from the camera center and passing by
the touch position and the first object intersected can then be trans-
lated in the plane parallel to the camera plane passing through the
object center. The depth of the manipulated object is controlled in
an indirect way using a second finger. Its up and down movements
on the screen are mapped to forward and backward movements of
the object relatively to the user position. A docking task experiment
did not show significant results on performance but the Z-technique
was preferred by a majority of participants in comparison to the
multi-touch viewport technique. Dividing the screen into four view-
ports does not seem a solution suitable for large wall-sized displays.
In addition, Martinet et al. [2010b] combined the Z-technique to
the screen-space technique [Reisman et al. 2009] into a technique
called DS3 and compared it to the sticky fingers [Hancock et al.
2009] and screen-space technique. The results of this study show
that separating the control of translation and rotation, as it is done
with DS3, makes the interaction significantly faster.

To improve the understanding of 3D manipulation and the separa-
tion of the 6 DOF, Cohé et al. [2011] introduced tBox, a 3D transfor-
mation widget designed for touchscreens. This widget is inspired
by standard box-shaped 3D transformation widgets operated from
mouse and keyboard in desktop 3D applications. The widget is a
wireframe box that appears on top of the manipulated object. The
rotation is carried out with one finger, rotating the widget (with the
object) around one of its primary axes, depending of the direction
of the gesture. The translation is carried out with one finger on an
edge of the widget, allowing to translate the object in the direction
of the selected edge. The scaling is carried out on the direction of
the primary axes of the widget, with two fingers selecting two op-
posed edges of a face and and moving them away from each other.
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2.2 Touch-based Interaction on Large Displays
Several previous works started to explore touch-based interaction
techniques for 3D manipulation in the context of large vertical dis-
plays. For example, Yu et al. [2010] proposed FI3D, a touch-based
interaction technique to navigate in a 3D scene on a large vertical
screen. Traditional pan and zoom can be performed with 2-finger
interaction with the display, but manipulation of other DOF can
be achieved either by starting the drag gesture on the frame of the
screen or just by touching the frame of the screen with the second
finger. However, this technique is specific to the exploration of a
single object in the 3D scene which does not require any object se-
lection. Touching the frame of the screen is also not suitable with
wall-sized displays because they are too large. In most recent work,
Lopez et al. [2016] presented a variation of the previous technique
in which the FI3D technique is used on a separate tablet to explore
data displayed a large stereoscopic display. While this variation
enables the user to control data on a larger display and deals with
stereoscopic screen, the user has to frequently switch between the
tablet view and the stereoscopic view. It also requires that the user
hold an additional device, which does not seem appropriate when
large displays are used in public places. In a similar way, Coffey et
al. [2012] manipulated 3D medical data displayed on a large stereo-
scopic screen through 2D widget on a tabletop. Consequently, this
technique implies indirect manipulation of the data displayed on
the stereoscopic screen and also requires an additional device. Fi-
nally, Gilliot et al. [2014] presented a touch-based interaction tech-
nique called WallPad to perform direct and indirect manipulation on
large wall-sized displays. However, this technique mainly focuses
on touch-based interaction with a 2D graphical user interface.

2.3 Touch-based Interaction on Stereoscopic Displays
Some other related work focus on 3D touch-based interaction in
the context of stereoscopic vision. For example, Benko and Feiner
[2007] introduced the Balloon Selection which makes the selection
of 3D objects possible in augmented reality settings. This multi-
touch interaction technique consists in controlling the 2D position
in the screen plane with a finger and to adjust the depth with the
finger of the second hand using the metaphor of the string of an he-
lium balloon which can be pulled down or released according to the
second finger position. This technique only deals with translations
and not with rotations. To improve the technique and to perform
rotations, Strothoff et al. [2011] proposed a variation of the Balloon
Selection called the Triangle Cursor in which two fingers of the
user (same hand) define the base of an isosceles triangle which is
perpendicular to the screen. The top of the triangle is the cursor for
selection and manipulation. The user can control the height and the
orientation of the triangle by moving these two fingers. The user
can performed the additional rotation with his second hand. How-
ever, only objects which “come out” of the screen can be selected
with both of these techniques. Consequently, they cannot be useful
in the general context of immersive systems in which the 3D scene
stands behind and in front of the display area.

On a more theoretical point of view, Valkov et al. [2011] studied
touch-based interaction with a 2D screen to interact with 3D stereo-
scopic objects. They showed that users tend to touch between the
projections for the two eyes with an offset towards the projection for
the dominant eye. They also provided guidelines on how to design
touch-based interaction for systems with 3D stereoscopic vision.

2.4 Synthesis
To sum up, many different touch-based interaction techniques have
been proposed to perform 6 DOF manipulation of 3D objects. Sev-
eral exhaustive studies have been achieved to better understand 3D
touch-based interaction and provide useful guidelines to design a
3D touch-based interaction technique. In particular, Hancock et al.

[2007] provide as guidelines to separate DOF and enable users to
simultaneously control them. Even if some previous works have
explored large and/or stereoscopic displays, most of the proposed
techniques consider systems in which users stay static in front of
the display and none of them deal with large wall-sized display in
front of which users can freely move. In particular, touch input
techniques which combine several fingers from the same hand are
not convenient when users have to perform actions at the top or bot-
tom of a large wall-sized display. Long drags all along the screen
must also be avoided. In addition, techniques suitable with large
displays often require control devices such a tablet or a tabletop. In
the context of wall-sized displays in public area, we want to find
solutions which avoid these additional devices and we would rather
prefer solutions which only use direct interaction on the display.

3 In(SITE) Technique
We designed a new interface for interacting with a 3D virtual en-
vironment using multi-touch input: In(SITE), Interface for Spatial
Interaction in Tactile Environments. We decided to focus on selec-
tion, translation and rotation of objects in virtual environments, so
scaling is not present in this first version of the interface.

3.1 Manipulation Mode
The In(SITE) technique provides a widget, presented in Figure 2,
which separates manipulation of the 6-DOF for 3D interaction.
When the user touches the screen to select an object, a raycast
is performed starting from his head and passing by his finger tip,
which makes it possible to select the object under his finger tip ac-
cording to his point of view on the 3D scene. If it reaches an object
of the virtual environment, the widget appears on the screen under
the user’s finger.

Figure 2: In(SITE) manipulation widget.

This widget allows the user to fully control the 6-DOF of the se-
lected object using multi-touch input. With his primary finger (i.e.,
the one used for the selection), positioned at the center of the cen-
tral circle of the widget, the user controls in a direct way the two
x and y translations of the object in a plane parallel to the screen
(see Figure 1(main picture)). This method allows co-planar drag-
ging and is called ObjectCorrection by Möllers et al. [2012] in the
literature. It implies that if the user moves his head, the object will
also move to remain under his finger. The central circle of widget is
a dead zone to avoid false-positive detections of secondary fingers
while dragging, especially when the touch-detection system is not
very precise (as it is the case on our wall-sized display).

The z translation is controlled in an indirect way by interacting
with the area outside the widget with a secondary finger (see Fig-
ure 1(a)). This interaction design has been strongly influenced by
the Z-technique [Martinet et al. 2010a]. The main difference is that
the gesture of the secondary finger does not have to be vertical but
towards the primary finger: when the user’s secondary finger gets
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closer to his primary finger mimicking a large pinch gesture, the
object gets closer to him, and when his secondary finger gets away
from his primary finger mimicking a large unpinch gesture, the ob-
ject gets away from him. The direction of the z translation is given
by the ray starting from the head of the user and passing through
his primary finger. The mapping between the finger displacement
and the object displacement is linear.

The upper and lower areas of the widget are used to control the ro-
tation of the object. The lower area allows users to control the roll
of the object by doing curve gestures which follow the object ro-
tation (see Figure 1(b)). These curve gestures are suggested to the
user by the round shape of the area. The upper area allows users
to manipulate the yaw and pitch of the object by doing respectively
horizontal and vertical movements (see Figure 1(c)). In the upper
area, the yaw and pitch rotations can be combined by doing diag-
onal movements. The square shape of this area aims to highlight
these 2D interaction possibilities. For both rotations, the rotation
axis are defined by the gravity center of the manipulated object.

Translation Rotation
Mode Tx Ty Tz Rx Ry Rz

1d(center)
1d(center) + 1i(out) i

2d(center + up)
2d(center + down)

Table 1: Description of the In(SITE) technique using the taxonomy
described by Martinet et al. [2010b].

Table 1 presents the different DOF manipulation modes offered by
In(SITE) using the taxonomy introduced by Martinet et al. [2010b].
The primary finger is used to control Tx and Ty in a direct way, as
the projection on the screen of the object is directly mapped to the
position of the finger. The secondary finger can control Tz, Rx and
Ry, or Rz. Tz is controlled in an indirect way using the external
area of the widget, Rx and Ry are controlled in a direct way using
the upper area of the widget, and Rz is controlled in a direct way
using the lower area of the widget.

3.2 Teleportation
As In(SITE) aims to be used in large displays, we combine telepor-
tation with the In(SITE) technique to improve its effectiveness for
translations. Indeed, teleportation avoids that the user drags objects
all along the screen when he needs to perform large translations.

To perform teleportation, the first step consists in selecting the ob-
ject that the user wants to teleport. If he does a short touch (less than
1s) on the object, it is selected. As a feedback of the selection, the
object color is changed. If he does a long touch (more than 1s), the
interface enters directly in the manipulation mode of the In(SITE)
technique, without selection. If the user selects an object by mis-
take, he can deselect it just by touching it again. In this case, the
color feedback is removed and the user can select another object.

Once the user has selected an object, he can teleport it anywhere in
the environment by doing a short touch on the destination location
(either on the floor or on another object). This instantly moves the
object above the destination and makes it fall downwards with an
animation. The animation stops when the teleported object collides
with another object of the environment. This animation is particu-
larly useful for physically simulated virtual environments because
the object can be piled up on other objects. Once the animation is
over, the color feedback is still present for a short period of time.
During this period, the user can catch the object again by touching
it. If the object is caught, the interface enters in manipulation mode.

It is also possible to teleport the object without animation by doing

a long touch on the destination. In this case the object is directly
teleported at the location designated by the intersection between the
environment and the ray starting from the user’s head and passing
by the finger used for the touch. Once the object has been teleported
under the user’s finger, the interface enters in manipulation mode.
The teleportation is especially useful when the user wants to put the
object under some other objects.

4 Usability Testing
We conducted two experiments to assess the usability of the
In(SITE) technique combined with object teleportation in the con-
text of an immersive virtual environment based on a large wall-
sized display. The goal was to determine if the In(SITE) technique
could reach the same level of performance than a standard 3D in-
teraction technique for 6-DOF manipulation tasks of 3D objects in
terms of completion time of the task and precision. We also con-
sidered precision, ease of use, frustration and fatigue of users as
important evaluation criteria. In particular, we wanted to assess the
four following hypotheses:

H1 Users can reach the same level of performance with In(SITE)
in comparison to standard 3D interaction technique for tasks
which require only translations.

H2 Users still can reach the same level of performance with
In(SITE) in comparison to standard 3D interaction technique
if the task requires also rotations.

H3 In(SITE) have additional advantages, in particular in terms of
precision, ease of use, frustration, and fatigue.

H4 The teleportation can be beneficial to both techniques.

For the standard 3D interaction technique, we decided to use the vir-
tual ray technique (also known as the ray-casting technique [Jacoby
et al. 1994; Mine 1995]) as a baseline for 3D interaction in virtual
reality (see Figure 3). Some other techniques have been developed
to improve the virtual ray technique such as HOMER [Bowman and
Hodges 1997] or Voodoo Dolls [Pierce et al. 1999], but they are still
hard to manage for non-expert users and require additional tracking
of the users’ hand. Consequently, we have chosen to stick to the
more standard version of the virtual ray technique since this version
is the most commonly used as a mainstream interaction technique
in various virtual reality systems such as CAVE. However, a virtual
ray is not very efficient for pitch and yaw rotations because the ma-
nipulated object is attached to the ray and cannot easily rotate in
that case. After pilot experiments, we decided to add a feature to
the virtual ray technique for rotation along a vertical axis in order
to be as fair as possible in our comparison between the two tech-
niques. Users can thus easily perform yaw rotations and even pitch
rotations by turning objects of 90◦ on the roll axis before using this
additional feature (see section 4.1.1 for implementation details).

The two experiments followed the same experimental method, so
the common parts are described in the following subsection. The
first experiment focused on tasks which require only translations,
while the second one concentrated on tasks which require rotations.

4.1 Experimental Method
4.1.1 Apparatus

The experiments were performed on a 5.90m× 1.96m wall-sized
display composed of 75 thin-bezel screens for a total resolution of
14400× 4800 pixels. Applications ran on a server that distributes
the environment to the 10 machines running the wall-sized display.
Each machine has one Intel Xeon CPU at 3.7 GHz and a Nvidia
Quadro K5000 graphic card. The virtual environment was designed
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Figure 3: For the virtual ray technique, the ray is co-located with
the wireless mouse held by the user.

using the game engine Unity2.

While this wall-sized display offers a very large surface with multi-
touch capabilities, it does not support stereoscopy. Even if the ideal
case would have been to have stereoscopic vision to support immer-
sion in the virtual environment, the device still provide a interesting
level of immersion because it supports other cues of immersion:
a wide field of view, a complete visual immersion when users are
close to the screens and a good resolution. The user’s head was
also tracked in front of the screen by a Vicon3 system. Displayed
images were deformed according to the user head position to match
the viewing frustum defined by the user’s head and the four cor-
ners of the wall-sized displays. Consequently, motion parallax was
respected and participants had a sense of depth when they moved.

For the In(SITE) technique, the touch was detected by a PQLabs4

infrared frame surrounding the wall-sized display. This frame is
composed of infrared emitters and sensors which shoot and capture
infrared light along the screen on the two directions (up-down and
right-left). It can thus determine the 2D position of the fingers when
they intersect with the infrared light. The main drawback of this
system is that fingers can be detected slightly before they touch the
screen (around 0.5cm from the screen). It can induce false-positive
touch detections when fingers or parts of the hand are close to the
screen. This system has an accuracy of 1cm all over the screen
surface and can detect up to 32 contact points.

For the virtual ray technique, the participants held a wireless mouse
attached to a Vicon target which was the starting point of the vir-
tual ray (see Figure 3). The Vicon tracking system has an accuracy
of 1mm, but can suffer from jitter, especially for rotations. To re-
duce the jitter of the virtual ray, we used a 1e filter [Casiez et al.
2012] with the following parameters: for translations, min cut-off
= 5 and beta = 0.8; for rotations, min cut-off = 0.5 and beta = 0.5.
The virtual ray technique was designed as similar as possible to the
In(SITE) technique. The first difference was that participants did
not select objects by touching them, but by left-clicking while the
virtual ray was pointing at them. The second difference was that
participants did not use the In(SITE) widget, but had objects di-
rectly attached to the ray when they manipulated them. To perform
rotations along the vertical axis, participants used the scroll wheel
of the mouse. The right button of the mouse was used to fix the
rotation of the selected object, and enabled participants to move the
virtual ray without modifying the object rotation.

2http://unity3d.com/
3http://www.vicon.com/
4http://www.multitouch.com/

4.1.2 General Task

We asked participants to perform a docking task using the two in-
teraction techniques. We set up a simple environment that enabled
participants to perform the task without any navigation actions: a
floor and a 1-meter high, 6-meter wide and 3-meter deep table, po-
sitioned just behind the screen. Participants had to put an object
present at the left of the table in a target placed on the right of
the table as fast as possible. The target, which was slightly bigger
than the moved object (set after pilot experiments to 10% for ex-
periment 1 and 20% for experiment 2), was red and turned green
when the object was correctly placed inside. In order to validate
the completion of the task, the object had to stay in the target for
one second, whether it was released or not by the participant. A
directional light was placed in the scene, casting shadows vertically
on the table and the floor to help participants to perceive the depth
in the scene. Physics, including gravity, were disabled during the
experiment to avoid bias due to the physics engine.

4.1.3 Participants

16 adults (5 females and 11 males) with a mean age of 24.4 (SD
5.0) participated in both experiments. There were all right-handed.
13 of them use touch devices every day. They had variable experi-
ence with 3D visualization systems. They all performed the second
experiment after the first one. Participants were not remunerated
for their participation.

4.1.4 Data Collection

For each trial, we collected the task completion time. The com-
pletion time measurement started when the participant selects the
manipulated object for the first time and stopped when the task
was accomplished (i.e., when the object stayed in the target for one
second). We also collected the number of overshoots. An over-
shoot was defined by the fact that the manipulated object reached
the targeted position (which means that the target turns green), but
could not stay within the target during the mandatory 1 second.
This usually happened when participants moved the object too fast
and could not adjust precisely enough its final position. After the
experiments, participants filled out a subjective questionnaire.

4.2 Experiment 1: Translations
The first experiment compared the two interaction techniques and
assessed the benefits of the teleportation for 3D manipulation tasks
which required only translations. Consequently, we set the TECH-
NIQUE and the TELEPORTATION as two primary factors. Table 2
describes the TECHNIQUE×TELEPORTATION combinations.

3D Virtual Ray In(SITE)
No teleportation VRay, NoTele Touch, NoTele
Teleportation VRay+Tele Touch+Tele

Table 2: TECHNIQUE×TELEPORTATION combinations in exp1.

For teleportation, both techniques used the process described in sec-
tion 3.2. The touch and long touch for In(SITE) were replaced by
a click and a long click on the mouse in the case of the virtual
ray technique. When the participants used teleportation, they could
make the object fall down from the top in the direction of the indi-
cated destination. The object stopped when it reached the table in
the particular case of this experiment. The vertical position of the
target could thus have an impact on the performance. Indeed, the
object stopped at a position close to the target when the target was
on the table, while it still stopped on the table even if the target was
in the air. Consequently, we decided to set the VERTICAL POSI-
TION of the target as a secondary factor to evaluate the influence of
the height of the target on the performance.
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Figure 4: Relative positions of the manipulated sphere and its as-
sociated target in Floor condition (bottom) and Midair condition
(top) for experiment 1.

4.2.1 Task

The manipulation task followed the general task described in sec-
tion 4.1.2. The manipulated objects were spheres to insure that par-
ticipants did not need to rotate the objects for putting them in the
targets (see Figure 4). We picked 4 random positions for each ob-
ject, on the left of the table for the manipulated object and on the
right for the target, making sure that the objects were at least 50 cm
away from each other.

4.2.2 Experimental Design & Procedure

The experiment had a [2 × 2 × 2] within-subject design with the
following factors:

• TECHNIQUE, with the two treatments: VRay for the virtual
ray technique and Touch for the In(SITE) technique.

• TELEPORTATION, with the two treatments: NoTele when the
technique was not combined with teleportation and +Tele
when the technique was combined with teleportation.

• VERTICAL POSITION, the two levels: Floor condition for
which the position of the target was on the table and Midair
condition for which the position of the target was above the
table at a random altitude of at least 50 cm (see Figure 4).

Trials were grouped by TECHNIQUE and TELEPORTATION. The or-
der of TECHNIQUE×TELEPORTATION was counterbalanced across
participants using a balanced latin square. For each combination
of TECHNIQUE×TELEPORTATION, the session began by 4 train-
ing trials, during which we explained to the participant how to use
the TECHNIQUE with or without the TELEPORTATION. After the
training, the participant performed 8 trials: 4 trials for the Midair
condition using the 4 different object/target positions and 4 trials
for the Floor condition using the same 4 object/target positions, but
with a zero altitude for the target (target laying on the table). The
order of the 8 trials was randomly chosen. Consequently, each one
of the 16 participant performed 2 TECHNIQUEs × 2 TELEPORTA-
TIONs × 2 VERTICAL POSITIONs × 4 trials = 32 trials (bringing
the total to 512 trials for the whole experiment). The participants
were authorized to take a break whenever they wanted between tri-
als, but we encouraged them to take a break between each block of
the experiment corresponding to a particular combination TECH-
NIQUE×TELEPORTATION. Sessions lasted from 25 to 40 minutes
depending on the participants.

4.2.3 Results

Task Completion Time An analysis of outliers detected two ex-
treme outliers. The global mean for completion time was 14.34s
(SD: 11.3) while the two trials corresponding to the two outliers
lasted more than 130s. Since we had recorded during the experi-

ment that two participants faced critical problems during these two
trials, we chose to remove these two extreme outliers. One partici-
pant faced technique issues, while the other did not understand that
the depth was wrong and kept trying to adjust the position during
a very long time. Figure 5 illustrates the results for each TECH-
NIQUE×TELEPORTATION combination and VERTICAL POSITION
with regard to task completion time.

Figure 5: Mean completion time by TECHNIQUE×TELEPORTA-
TION and VERTICAL POSITION in experiment 1. Error bars repre-
sent 95% confidence intervals.

A repeated measures ANOVA5 on completion time with the model
TECHNIQUE×TELEPORTATION×VERTICAL POSITION revealed
no significant effect of TECHNIQUE, TELEPORTATION, and VER-
TICAL POSITION, but it showed a significant interaction effect of
TELEPORTATION×VERTICAL POSITION (F(1,14.3) = 8.3, p =
0.01). Pairwise comparisons revealed that techniques combined
with teleportation (+Tele) were significantly faster in Floor con-
dition (avg. 12.66s) than in Midair condition (avg. 15.12s , p <
0.001). This showed that teleportation was more efficient when the
target was laying on another horizontal object (Floor condition).
In addition, the overall mean values of completion time for the two
TECHNIQUEs were very close to each other (avg. VRay: 13.92s and
Touch: 13.83s), which suggests that there is no practical difference
between VRay and Touch with respect to the completion time.

Figure 6: Mean numbers of overshoots by TECHNIQUE×TELE-
PORTATION and VERTICAL POSITION in experiment 1. Error bars
represent 95% confidence intervals.
Overshoots For the overshoots analysis, we also excluded the
two extreme outliers detected during the completion time anal-
ysis in order to be consistent. Figure 6 shows the mean
number of overshoots for each TECHNIQUE×TELEPORTATION
combination and VERTICAL POSITION. A repeated measures
ANOVA on overshoots with the model TECHNIQUE×TELEPORTA-
TION×VERTICAL POSITION revealed a significant effect of TECH-
NIQUE (F(1,14.96) = 3.63, p = 0.002), but no significant effect of

5All analyses except the ART procedure were performed with the SAS
JMP statistical platform. The ART procedure [Wobbrock et al. 2011] was
performed with R.
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Figure 7: Boxplots for the answers to the subjective questionnaire
of experiment 1 using a 5-point Likert scale. Each boxplot is de-
limited by the quartile (25% quantile and 75% quantile) of the dis-
tribution of the effect over the participants. The median is also
represented for each TECHNIQUE×TELEPORTATION combination.
Error bars represent data minimum and maximum.

TELEPORTATION and VERTICAL POSITION, as well as no signif-
icant interaction effects. The Touch technique (avg. 1.38) led to
significantly less overshoots than the VRay technique (avg. 2.13).

Subjective Questionnaire After the experiment, participants
had to rate on a 5-point Likert scale if each TECHNIQUE×TELE-
PORTATION combination was mentally demanding, physically de-
manding, frustrating, easy to use, precise (1:not at all/5:very) and
they had also to give an overall evaluation (1:bad/5:good). Fig-
ure 7 illustrates the results of the subjective questionnaire. To
analyze the results of the subjective questionnaire, we used the
aligned rank transform (ART) procedure proposed by Wobbrock
et al. [2011] with the model TECHNIQUE×TELEPORTATION. It
showed a significant effect of TECHNIQUE on the easy (F(1,45) =
19.21, p < 0.001) and precise (F(1,45) = 30.49, p < 0.001) cri-
teria. Touch was perceived easier to use (avg. 4.31 vs. 3.61)
and more precise (avg. 4.47 vs. 3.5) than VRay. The analy-
sis also showed a significant effect of TELEPORTATION on the
mentally demanding (F(1,45) = 5.36, p = 0.03), physically de-
manding (F(1,45) = 7.64, p < 0.001) and easy (F(1,45) = 18.41,
p < 0.001) criteria, as well as on the overall evaluation (F(1,45) =
14.57, p < 0.001). +Tele was perceived less mentally demanding
(avg. 1.91 vs. 2.31), less physically demanding (avg. 2.19 vs.
2.75) and easier to use (avg. 4.28 vs. 3.69) than NoTele. +Tele
was also preferred to NoTele (avg. 4.21 vs. 3.47) according to the
overall evaluation. Finally, the analysis did not reveal any signifi-
cant effects of TECHNIQUE and TELEPORTATION on the frustrat-
ing criterion, as well as any significant interaction effects of TECH-
NIQUE×TELEPORTATION on all the criteria.

4.3 Experiment 2: Rotations
The second experiment compared the In(SITE) technique with the
virtual ray technique for 3D manipulation tasks which required ro-
tations. In order to minimize the influence of translation on task
performance, the object and the target were placed close to each
other with different orientations. Since the translations to perform
were really small and the teleportation did not have an effect on
rotations, it seemed reasonable to consider that teleportation did
not impact the task performance. Consequently, only the VRay and
Touch TECHNIQUEs both without teleportation were evaluated in
this experiment to shorten the global duration.

Figure 8: Relative positions of the manipulated wedge and its as-
sociated target in Floor condition (top) and Midair condition (bot-
tom) for experiment 2.

4.3.1 Task

The manipulation task followed the general task described in sec-
tion 4.1.2. The manipulated objects were wedges (triangular prisms
with one right angle) to insure that there was only one correct ro-
tation to fit the object in the target. Since it was not always easy
to determinate the angle values in the 3D virtual environment, the
right angle of the wedge was marked on both the object and the
target to help participants identifying the rotation to perform (see
Figure 8). The manipulated object and the target were placed 1m
away from each other and the manipulated object was located on
the left of the target. We picked random values for the orientations
of both the object and the target. The rotation was considered as
correct if the dot product between the manipulated object and the
target’s up, right, and forward were bigger than or equal to 0.98 (set
after pilot experiments).

4.3.2 Experimental Design & Procedure

The experiment had a [2 × 2] within-subject design with the fol-
lowing factors:

• TECHNIQUE, with the two treatments: VRay and Touch both
without teleportation.

• VERTICAL POSITION, the two levels: Floor and Midair con-
ditions. For the Midair positions, the target height was set
at 50 cm above the table. For the Floor positions, the target
position was defined with one side of the target laying on the
virtual table (see Figure 8).

Trials were grouped by TECHNIQUE and the order of the TECH-
NIQUEs were counterbalanced across participants. For each TECH-
NIQUE, the session began by 4 training trials. After the training,
the participant performed 8 trials: 4 trials for the Floor condition
and 4 trials for the Midair condition. The order of the 8 trials was
randomly chosen. Consequently, each one of the 16 participant per-
formed 2 TECHNIQUEs × 2 VERTICAL POSITIONs × 4 trials = 16
trials (bringing the total to 256 trials for the whole experiment). The
participants were authorized to take a break whenever they wanted
between trials, but we encouraged them to take a break between the
two blocks of the two TECHNIQUEs. Sessions lasted from 15 to 20
minutes depending on the participants.

4.3.3 Results

Task Completion Time Figure 9 illustrates the results for each
TECHNIQUE and VERTICAL POSITION with respect to task com-
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pletion time. A repeated measures ANOVA on completion time with
the model TECHNIQUE×VERTICAL POSITION showed a signifi-
cant effect of VERTICAL POSITION (F(1,15) = 25.55, p < 0.001).
Participants performed the task significantly faster in Floor condi-
tion (avg. 27.4s) than in Midair condition (avg. 43.61s). However,
the analysis did not reveal any significant effects of TECHNIQUE or
interaction effect of TECHNIQUE×VERTICAL POSITION.

Overshoots Figure 10 shows the mean number of overshoots for
each TECHNIQUE and VERTICAL POSITION. A repeated mea-
sures ANOVA with the model TECHNIQUE×VERTICAL POSI-
TION showed a significant effect of TECHNIQUE (F(1,15) = 20.25,
p < 0.001) on overshoots. Touch (avg. 0.45) led to significantly less
overshoots than VRay (avg. 0.84). However, the analysis revealed
neither a significant effect of VERTICAL POSITION nor a significant
interaction effect of TECHNIQUE×VERTICAL POSITION.

Subjective Questionnaire After the experiment, participants
filled out a similar questionnaire to the one of experiment 1, but
only for the two TECHNIQUE conditions (Touch and VRay). Pair-
wise Wilcoxon rank sum tests with Bonferroni corrections among
TECHNIQUEs did not reveal any significant differences for all the
criteria, and for the overall evaluation.

5 Discussion
On one hand, the two experiments did not reveal any significant ef-
fects of TECHNIQUE on completion time. This result, in addition
to the fact that the overall mean values of completion time were
very similar for the two techniques, suggests that users can reach
the same level of performance with the In(SITE) technique in com-
parison with a standard 3D interaction technique even if the manip-
ulation tasks require both translations and rotations. It suggests a
validation of H1 and H2.

On the other hand, the results of both experiments revealed that
the In(SITE) technique led to a significant smaller number of over-
shoots in comparison to the technique based on a virtual ray. It
shows that the In(SITE) technique was more precise for fine ad-
justments of 3D object position in the immersive context of large
vertical displays. This result is consistent with the fact that partic-
ipants perceived the In(SITE) technique as more precise than the
virtual ray technique for manipulation tasks which required only
translations. Concerning H3, we can note that the In(SITE) tech-
nique was more precise for fine adjustments of 3D object position,
which was confirmed by the subjective questionnaire only for trans-
lations. For translations, the In(SITE) technique was also perceived
easier to use by the participants.

Moreover, the results of the first experiments revealed that telepor-

Figure 9: Mean completion time by TECHNIQUE and VERTICAL
POSITION in experiment 2. Error bars represent 95% confidence
intervals.

Figure 10: Mean numbers of overshoots by TECHNIQUE and VER-
TICAL POSITION in exp2. Error bars represent 95% confidence in-
tervals.

tation significantly improved the performance of the two techniques
in terms of completion time for the Floor condition. This result
seems coherent since users can select a destination for teleporta-
tion close to the targeted position in this condition. In addition, the
subjective questionnaire of the first experiment showed that telepor-
tation significantly reduced the mental and physical loads. For the
mental load, we cannot formulate a strong claim, but it might be
explained by the fact that the participants only had to focus on the
destination with teleportation and not on the full path to reach the
target. For the physical load, it was probably due to the gorilla-arm
effect [Hincapié-Ramos et al. 2014] which could affect participants
if they hold the 3D virtual ray during a long time or drag an object
all along the screen with In(SITE). Teleportation avoids to always
raise the arm during interaction and reduces the arm fatigue. This
is also confirmed by the fact that participants preferred and found
easier to use the two techniques when they were combined with
teleportation. These results show that H4 is confirmed and that the
teleportation has a real benefit on large wall-sized displays.

Finally, the difference on completion time between the Floor and
Midair conditions in the second experiment can be explained by
the fact that the targeted positions in Floor condition were defined
with one side of the object laying on the virtual table. Consequently,
the performed rotations were less complicated and the participants
achieved more quickly the manipulation task in Floor condition.

6 Conclusion and Future Work
This paper aims to assess the usability of the In(SITE) technique
combined with teleportation for 3D manipulation on multi-touch
wall-sized displays. The In(SITE) technique is a bimanual touch-
based technique for 3D interaction adapted to the situation where
users are immersed in a 3D virtual environment and move in front of
a large vertical screen. The usability testing shows that the In(SITE)
technique can reach the same level of performance than a standard
3D interaction technique with respect to completion time. In ad-
dition, the In(SITE) technique improves precision for fine adjust-
ments of 3D object position. The results also show that techniques
combined with teleportation were found easier to use, less tiring
and were globally preferred by participants for translation tasks.

This paper is a first study of combining a bimanual touch-based in-
teraction with teleportation on large wall-sized display. Since we
demonstrated that the In(SITE) technique can be beneficial in such
context, we want now to improve it by adding scaling functional-
ities and to explore different variations of the proposed widget to
question the design choices we have done. For example, it will be
interesting to study if the choice of the rotation axis of the manipu-
lated object (object gravity center or selection point of the user) or
if the choice of the transfer function (which is currently linear) used
to control the translation along the z-axis as studied by Casiez et al.
[2008] have some impacts on performance. In addition, we want to
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study more in depth the different teleportation strategies such as the
animated teleportation (objects falling down when a physical simu-
lation is used) or the direct teleportation (under the user’s finger).

The wall-sized display used during the experiments does not sup-
port stereoscopy, but we think that the In(SITE) technique could
be extended to stereoscopic vision using the guidelines defined by
Valkov et al. [2011]. Consequently, it would be interesting to study
the In(SITE) technique with another system which support stere-
oscopy and to compare the results. In addition, we want to adapt
and study the In(SITE) technique for systems which do not use
head-tracking and viewing frustum deformation. These systems are
especially relevant to enable multiple users to collaborate together
in front of a same wall-sized display. We think that In(SITE) could
be easily adapted to this context by using the center of the virtual
camera instead of the user’s head as the starting of the raycast when
performing object selection and manipulation.

Finally, touch-based 3D interaction techniques could be an issue for
remote collaboration in a shared virtual environment. Indeed, when
a user interacts with 3D objects through his own multi-touch device,
it is impossible for the remote users to understand which objects he
is manipulating. It is an issue for the communication between the
remote users. We need to provide a feedback which links the user’s
2D touch inputs to the manipulated 3D objects. A similar solution
to the 2D pointer / 3D ray proposed by Duval and Fleury [2009]
could be an interesting way to implement this feedback.
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Figure 1. ShapeCompare enables non-CAD experts to generate and explore multiple design alternatives on a wall-sized display.

ABSTRACT
Industrial design review is an iterative process which mainly
relies on two steps involving many stakeholders: design dis-
cussion and CAD data adjustment. We investigate how a
wall-sized display could be used to merge these two steps
by allowing multidisciplinary collaborators to simultaneously
generate and explore design alternatives. We designed Shape-
Compare based on the feedback from a usability study. It
enables multiple users to compute and distribute CAD data
with touch interaction. To assess the benefit of the wall-sized
display in such context, we ran a controlled experiment which
aims to compare ShapeCompare with a visualization technique
suitable for standard screens. The results show that pairs of par-
ticipants performed a constraint solving task faster and used
more deictic instructions with ShapeCompare. From these
findings, we draw generic recommendations for collaborative
exploration of alternatives.
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INTRODUCTION
The industrial design increasingly relies on digital tools to
review aesthetic properties, user satisfaction, and technical
feasibility of products before building physical prototypes.
Computer-aided design (CAD) is now an essential part of the
design process. At specific stages of the process, multidisci-
plinary teams (e.g. designers, engineers, ergonomists) evaluate
and adjust product design using digital mock-ups [37]. These
experts need a shared workspace to review design alternatives.
With advances in technology, large displays and virtual reality
systems are becoming useful in such context [10, 43, 7]. They
offer opportunities to visualize digital mock-ups and foster
collaboration. For example, automotive industries are now
using CAVE systems or large screens to review virtual cars at
full scale or in a realistic environment.

However, allowing all experts to modify CAD data in such
interactive systems is challenging, as mastering CAD skills is
complex, time-consuming and costly [9]. Consequently, the
review process is often iterative. For example, we identified
the following design practices by interviewing engineers at
PSA Group1: engineers prepare design alternatives from CAD
data based on expert recommendations; project members re-
view prepared digital mock-ups within an interactive system;
then, engineers apply post-modifications on the CAD data and
prepare new alternatives based on annotations. As experts can-
not directly reflect their ideas, miscommunication could occur
resulting in unnecessary iterations and increased development
time. A side-by-side setup of an interactive system and a CAD
workstation [46] could reduce iterations, but still, only the
engineers can apply the modifications.
1French multinational automotive company gathering Peugeot, Cit-
roën, DS, Opel and Vauxhall brands (https://www.groupe-psa.com).
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The challenge addressed in the paper is to merge the design
discussion and CAD data adjustment steps by providing a
shared interactive workspace in which experts can explore sev-
eral design alternatives. Wall-sized displays [6] are promising
in such context because they offer new ways to collaborate
and interact with large data sets. Previous work demonstrated
their benefits over traditional desktop displays for a co-located
collaboration, as several people can simultaneously interact
with information [4, 24, 31].

In this paper, we investigate how wall-sized displays can im-
prove the review process in industrial design. In particular,
we design ShapeCompare which allows users to generate and
distribute multiple alternatives of CAD data on a wall-sized
display using touch interaction (Fig. 1). ShapeCompare is
linked to a commercial CAD engine (Catia V5) and enables
non-CAD experts to modify native CAD data by directly re-
trieving multiple design alternatives from the CAD engine.
Users are thus able to explicitly express their design ideas
and compare the proposed alternatives. To assess the bene-
fit of wall-sized displays for collaborative design tasks, we
ran a controlled experiment which compared ShapeCompare
with a visualization technique suitable for standard screens. It
evaluates whether comparing many design alternatives on a
wall-sized display is more beneficial than exploring them one
by one, as it can be done on a standard screen.

The main contributions of this paper include: i) a system
that enables non-CAD experts to modify native CAD data by
generating multiple design alternatives and distributing them
on a wall-sized display; ii) a controlled experiment which
shows that wall-sized displays can improve collaboration for
design alternative exploration; iii) design recommendations
which generalize the use of a wall-sized display to other types
of alternative exploration in various contexts.

Section 2 examines related work. Section 3 describes the de-
sign of ShapeCompare based on the feedback from a usability
study. Section 4 details the system implementation. Section 5
reports the controlled experiment. Section 6 discusses the
results and section 7 presents the design recommendations.
Section 8 concludes by highlighting future work.

RELATED WORK
The challenge addressed in this paper is to create a shared
interactive workspace where non-CAD experts could gener-
ate multiple design alternatives and collaboratively explore
them. We first review techniques to modify CAD data for
non-experts. We then present the use of large interactive plat-
forms in industrial design. Finally, we examine how wall-sized
displays foster collaboration on complex data sets.

Design for Non-CAD Experts
Many interaction techniques were proposed to facilitate draw-
ing and sketching at early stages of the design, such as im-
mersive drawing [23, 45], surface modeling [17], digital tape-
drawing [2, 20, 18, 25] and rapid prototyping with bimanual
interaction [1]. However, much fewer studies target detailed
design stages where modification of parametric CAD mod-
els is mandatory. A CAD model is a solid model defined
by a set of mathematical operations (e.g. extrusion, boolean

operations) applied on 2D sketches. Unlike drawing or sur-
face modeling, users need to interact with parameters which
requires extensive training. Consequently, modifications of
native CAD data is cumbersome for non-CAD experts.

Martin et al. [36] presented a data pipeline which allows CAD
data modification from a virtual reality platform. Based on this
work, Okuya et al. [39] proposed a shape-based interaction,
which enables non-CAD experts to modify parameter values
of CAD models by simply pushing and pulling their 3D shape.
Coffey et al. [13] proposed to browse pre-computed design of
a medical device by dragging its surface on a tablet.

Although some solutions enable non-experts to modify CAD
data, they are limited to a single CAD model and none of them
supports the generation of multiple design alternatives.

Design Reviews in Interactive Platforms
Collaborative reviews is a critical part of the industrial design
process. Such meetings are often conducted on interactive
platforms, such as large screens or virtual reality systems.
They offer a full-scale design visualization, a large interactive
space, and a collaborative environment. For example, “the
ability to display and interact with large-scale representations
of vehicles has always been a fundamental requirement” [10]
in the automotive industry. Portfolio Wall [10] displayed
multiple different designs as tiled thumbnails on the screen. It
was designed to compare various concepts, like a traditional
wall-mounted corkboard. Khan et al. [26] also studied a tool
that highlights the area of the user attention on a projected
display to facilitate group meetings.

Previous works explored 3D visualization to reduce time and
costs for manufacturing physical mock-ups in product develop-
ment process [29, 49]. While many virtual reality systems can
display CAD data [7, 42, 43, 27, 46], only a few can modify
native data from commercial CAD systems [36, 39]. Other
works addressed remote collaboration: vehicle design reviews
between remote CAVE [30], collaborative material/texture
editions [11], or object manipulations [35].

While these systems provide a 3D visualization and multi-
user context to facilitate discussions, only a few static design
alternatives can be compared during each review meetings.
Generating and modifying new design alternatives of CAD
data is currently not possible.

Wall-sized Displays
The benefits of wall-sized displays have been demonstrated
on various tasks. Ball et al. [4] showed that users’ physical
navigation induced by a large display improves performance
on navigation, search and pattern finding. Ball and North
found that peripheral vision offered by wall-sized displays
contributed to task performance [3]. The large amount of
data displayed improves task efficiency and accuracy [48].
Larger screens provide better performance on complex and
cognitively loaded tasks [15, 33], and enhance peripheral ap-
plication awareness [8] compared to workstations.

Wall-sized displays also enhance collaboration among co-
located users. Previous studies investigated how user interac-
tion affected collaboration [28, 16] for data analysis tasks. Liu
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Figure 2. Interaction with ShapeCompare: when a part is selected (Selection), the system generates a set of design alternatives on a row of the wall-sized
display (Display). All alternatives can be scrolled up and down with a three-finger drag (Slide shapes), rotated in 3D with a widget (Rotation), and
displayed on the external screen with a two finger long press (Update 2nd screen).

et al. [31] compared various collaboration strategies on a wall-
sized display. They also showed that cooperative interaction
improves close and loose collaboration[32].

Since wall-sized displays are powerful tools for displaying and
interacting with large data sets, they can allow to visualize mul-
tiple alternatives by creating “small multiple” representations
of an object. For example, Beaudouin-Lafon [5] proposed to
distribute a large number of brain scans on the screen. This
enables neuroscientists to compare and classify this brain scan
according to specific brain fold patterns. For industrial design
reviews, the “small multiple” approach can be valuable for
exploring and comparing design alternatives.

Summary and Approach
While some previous work explored CAD data modification
for non-experts, they focused on the deformation of one par-
ticular CAD model and did not consider the generation of
multiple design alternatives. Other works investigated reviews
of static design alternatives, but they did not allow users to
modify these alternatives or to generate new ones. As Wall-
sized displays are efficient to show multiple variations of a
same object and to foster collaboration, they could be an ideal
tool for design discussions where a multidisciplinary team can
review, compare, and also generate design alternatives without
using a conventional CAD system.

DESIGN OF SHAPECOMPARE
To assess the benefit of a wall-sized display for collaborative
exploration of design alternatives, we first need to design a
system allowing non-CAD experts to modify native CAD
data and distribute alternatives on the screen. We created
ShapeCompare by using an iterative design process involving
potential users. The prototypes and the usability study used
during this process are described in this section.

First Prototype
The first prototype was designed to meet three criteria: i) in-
teraction in a large space, ii) native CAD data modification
and iii) multiple-design comparison. Based on previous work
on CAD data modification [39, 40], we implemented a ser-
vice which generates multiple alternative shapes by varying
parameter values of a native CAD model.

User Interaction
Various interaction techniques have been studied on a Wall-
sized display [19, 47, 38]. However, as the interaction tech-
nique in itself is not the main focus of the paper, we decided
to simply use direct touch to interact with the CAD data dis-
played on the wall-sized display.

Shape Generation
To generate new design alternatives, users touch the part to
modify on one of the displayed shapes (Fig. 2). If the part
can be modified, it turns green. Each part is tied to an internal
parameter defined in the native CAD data. The system then
prepares a set of parameter values for the selected part and
asks for the corresponding shapes. In this first prototype, we
defined a minimum and maximum parameter value for each
part, and chose a pre-defined number of values equally dis-
tributed in the range. As CAD models are defined by multiple
geometric constraints, the CAD engine cannot always perform
the modification for the full range of values. If a shape is not
successfully generated, a “cross” is displayed to inform users
of the failure.

Shape Visualization
The set of newly generated shapes is displayed on a full row
of the screen, above previous versions of the CAD model. In
this manner, each row represents a set of design alternatives
for a specific part of the CAD model.

Design History
Users thus accumulate design history below the current design
alternatives, and can navigate with a three-finger interaction
to scroll up or down the design alternatives (Fig. 2). Users can
select a part of any shape in the design history and start over
modification from this shape.

3D Rotation
To interact with 3D objects, we implemented the In(SITE)
technique [34]. It allows to perform 3D rotation on a wall-
sized display with bimanual touch interaction (Fig. 2). The
rotation of displayed alternatives is synchronized to maintain
a similar view angle for all of them.

Usability Study
To assess the usability of the interaction technique proposed
in the first prototype, we invited potential users to test it and
observed their behaviors while achieving an individual CAD
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Figure 3. Sketch of the rear-view mirror designed using CATIA V5.
Green line is a guide curve of a sweep operation generating the 3D shape.
Constraints and parameter values are highlighted in blue: for example,
the red parameter defines the width of the rear-view mirror (110 mm).

modification task. After the task, we had short individual
debriefings and a brainstorming session with all of them.

Participants
The 5 participants (1 female), aged 21 to 24 (mean 22.8), are
students at the civil engineering department. 4 rated their
expertise level of CAD system as 2 out of 5, and 1 rated as 1
(1: Never used before - 5: Use almost every day). All students
have experience in AutoCAD to read construction plans and
design. Although they are not CAD experts, they provided us
relevant feedback as they are knowledgeable about parametric
modeling and design process.

Task
We asked each participant to modify a CAD object with Shape-
Compare to reach a given target shape within a time limit of
5 minutes. The CAD object is a rear-view mirror (Fig. 3)
designed by an industrial designer at PSA Group. An external
screen next to the wall-sized display was used to display a
design alternative of the mirror within an automotive cock-
pit. Participants could display a particular alternative on this
external screen by selecting it on the wall-sized display with
a two finger long press. The target shape was shown with a
transparent yellow color overlaying the design alternative on
the external screen (Fig. 4). This simulated the fact that partic-
ipants have design skills to evaluate the design alternatives in
a realistic environment.

To investigate if the interaction technique used for CAD mod-
ification was straightforward, we did not provide any CAD
parameter-related information to the participants. We just ex-
plained to them that the mirror is a parametric CAD model
designed with a commercial CAD system, and what are the
actions to modify it.

Results
Based on the interviews and observations of participant behav-
iors, we extracted the main issues they encountered. First, all
participants mentioned that it was difficult and frustrating to
figure out how the part selection affects the shape deformation.

Figure 4. Usability study setup: the target shape is displayed with a
transparent yellow color in a realistic environment on an external screen
next to the wall-sized display.

P2 explained, “I didn’t know the link between the parameter
map and shapes. Without this information, I was afraid to
modify the shape wrongly”. Most participants expected that
each “length” of the selected part would change. For example,
P3 said, “I was surprised when I selected the right side. I
expected that it would get higher but it got wider instead. I
had to adjust my mind after each system response”. The links
between parts and parameters are defined by the CAD data,
and each parameter is mapped to the part that constraints the
parameter. For example, when the right-side part is selected,
it changes the parameter that constraints the width (Fig. 3).

Second, all participants often needed time to find out how the
generated shapes on the new row are different from the one
they selected. P3 detailed, “I expected that the same shape
will appear just above the selected shape, but it didn’t. I was
surprised of this behavior. I had to make a step behind to look
for the exact same shape” in the new row. In fact, as the param-
eter values used for generating shapes are always distributed
between a static minimum and maximum, the initial shape in
the range of variations is not displayed above the previously
selected shape, but at a random position.

Aside from these critical issues, participants often had diffi-
culties to find the difference also between neighbor shapes,
especially on radii of corners, top and bottom parts. Some
of them claimed that the difference of 4 shapes on a row was
not noticeable. They needed to step back from the screen
and check the smallest and the largest shapes (leftmost and
rightmost ones) to grasp the global difference of the shapes on
the row. P2 commented, “I was looking at the first and the last
shapes of the list to understand the modification. Then looked
in the middle to find the one I want”.

Despite the above issues, we had positive reactions of all par-
ticipants. They liked the simple interaction which does not
require to understand and manipulate parameter values. In
particular, they found it useful for novices: “I found that it is
very difficult in AutoCAD to find parameter values, remem-
ber the parameter information and how it affects the shape
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Figure 5. Two solutions for visualizing the design history.

modification, but this app made it much easier” (P5). They
also appreciated the proposed shape visualization: “Seeing
many different designs on the wall-sized display, comparing
them, and visualizing them within the realistic context was
nice to generate new ideas” (P1). As common ground, all of
them agreed that ShapeCompare cannot be a substitute for
traditional CAD software due to the limited functionalities,
but it is valuable for a design adjustment task which does not
require to change the whole design intent.

Updated Prototype
Based on the usability study results, we identified two main
issues in the first prototype with respect to: (i) Understanding
of shape modification and (ii) Visualization of design history.
We addressed these issues as described in the following.

Understanding of Shape Modification
To solve this issue, we drew inspiration from the Suggestive
Interface proposed by Igarashi [22]. This interface offers
small thumbnails presenting results of geometric operations
and encourages novice users to explore a new system and find
unknown operations. We decided to compute and displayed a
preview of the minimum and maximum shape modification for
each part. As participants often checked the smallest and the
largest shapes to understand the current modification during
the usability study, these extreme shapes would have a similar
effect and give a hint to the users before selecting the modifi-
cation. In the updated prototype, when users select a shape, a
selection widget appears and displays thumbnails of the two
extreme shape modifications for all parameters of each part.
(Fig. 6, (2)). Users can then select a thumbnail to generate
the corresponding design alternatives. They no longer have to
touch the parts directly, which prevents touch problems.

Visualization of Design History
To improve the shape visualization, we changed how the sys-
tem generates design alternatives to ensure that we have the
same number of design alternatives with lower and higher
parameter values compared to the selected one. Instead of
defining a static minimum and maximum for the parameter
values, we defined a specific offset for each part. The system
thus generates half of shapes with lower parameter values by
incrementally decreasing by the offset the parameter of the
selected shape, and conversely for the other half with higher
parameter values. Consequently, the selected shape always

appears in the middle of the alternative range, and not at a
random position as in the first prototype. We then explored
solutions to display each row of new design alternatives. We
first showed the similar shape just above the selected one
(Fig. 5, top) in order to meet the expectation of the participant
of the usability study. However, it creates unused screen space
and requires an additional interaction for horizontal panning.
For these reasons, we shifted the new alternatives to the center
of the screen to always fit them in. This solution displays all
the selected shapes always in the central column (Fig. 5, bot-
tom), which is beneficial for keeping track of the modification
history. We highlighted the selected shapes with a green color
and the central column with a different saturation.

SYSTEM IMPLEMENTATION
The front-end application of ShapeCompare communicates
with a back-end server (CAD Server) linked to a CAD en-
gine which computes tessellated meshes of design alternatives.
Both components are located in remote locations on our cam-
pus and are connected by a distributed architecture [40].

Wall-Sized Display
The wall-sized display consists of a 15×5 grid of 21.6” LCD
screens. It measures 5.9×2m for a resolution of 14.400×4.800
pixels. It is controlled by a cluster of 10 PCs running Linux,
each managing a row of 7 or 8 screens. Touch interaction is
detected by a PQLABs2 infrared frame surrounding the wall-
sized display. A VICON3 infrared tracking system tracks users’
head positions and orientations.

CAD Server
To load and modify native CAD source files, we implement
a CAD Server based on the work of Okuya et al. [39]. The
CAD Server is a custom C++ application using the CAA API
of CATIA V54. It can load original CAD files, update the
Constructive History Graph (CHG) and the Boundary Repre-
sentation (B-Rep) when receiving modification requests, and
send back the tessellated meshes. The main concept of the
CAD Server is labeling [14], a direct linkage from 3D meshes
to B-Rep elements and CHG nodes of the CAD object. With
this linkage, users can access to the parameter values of the
CHG node by selecting a relevant mesh displayed on a user
interface. Once selected, the front-end application transmits
the B-Rep ID, constraint ID and the new parameter value to
the CAD Server to request a modified shape.

Software
The user interface on the wall-sized display is implemented
with Unity5. Unity manages the clustered rendering. The
master node of the cluster handles communication, receives
and stores 3D meshes in a local cache.

2https://www.pqlabs.com/
3http://www.vicon.com/
4https://www.3ds.com/products-services/catia/
5http://unity3d.com/
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Figure 6. Interaction in experimental conditions: after the shape selection (1), a widget helps users to select a part by displaying the two extreme shape
modifications (2). Then users can explore design alternatives using ShapeCompare or ShapeSlide.

EXPERIMENT
We conducted a controlled experiment to assess the benefit of
a wall-sized display in the context of collaborative design re-
views. In particular, we investigated how simultaneous visual-
ization of multiple design alternatives affects the collaboration
between participants. We compared ShapeCompare to another
technique called ShapeSlide, which displays only one shape at
a time (Fig. 6). With ShapeSlide, users can change the shape
displayed at the center of the wall-sized display with a sliding
gesture on the screen.

Although ShapeSlide is suitable for a standard screen, we im-
plemented it on the wall-sized display to avoid bias which
could be introduced by the devices, user positions, or inter-
action techniques. Consequently, we used the same device
(i.e. the wall-sized display) for both conditions. Only a small
portion of the wall-sized display was used for ShapeSlide,
simulating the use of a smaller screen. This reduces bias that
could be introduced by different devices or standing-sitting po-
sitions. It also simplifies the experiment since participants did
not have to change devices. In addition, we decided to use the
exact same widget and interaction technique for selecting the
part to modify on the CAD model for both conditions. (Fig. 6).
Only the way to browse the generated design alternatives dif-
fers in the two conditions: users had to walk in front of the
wall-sized display with ShapeCompare, while they had to use
a sliding gesture with ShapeSlide. Finally, to fairly compare
the conditions, we provided the same functionalities in both
cases. In particular, we imitated the design history of Shape-
Compare by implementing an “Undo” button in ShapeSlide,
which allows users to go back to the set of design alternatives
that were previously generated.

Task
We designed the experimental task based on actual industrial
practices collected through interviews with engineers at PSA
Group. The task was to modify a car rear-view mirror and
simulate expert negotiation on several design criteria. Since
it was difficult to find and invite real experts involved in an
actual industrial design process, we controlled users’ expertise
by giving individual design criteria to pairs of participants.
We simulated two distinct expert: Specialist 1 who focuses on
general shape properties of the mirror, and Specialist 2 who
focuses on reflections from the mirror face.

Specialist 1 had to consider two criteria (Fig. 7):

● Aspect ratio (A) is the balance between the height H and
the width W of the mirror such as A =H�W .

● Asymmetric balance (B) is the balance between either left-
and-right (BLR) or top-and-bottom (BT B). One of the two
asymmetric balances was chosen for the tasks. In both cases,
the asymmetric balance was defined from the four corner
radii: left-top (LTR), left-bottom (LBR), right-top (RTR) and
right-bottom (RBR).

BLR = �LTR−RTR�+ �LBR−RBR� (1)

BT B = �LTR−LBR�+ �RTR−RBR� (2)

Specialist 2 had to consider two criteria (Fig. 7):

● Rear visibility: participants had to follow a given guideline
that specifies which objects should or should not be visible
in the reflective part of the mirror.

● Surface size (C) is the geometric area of the reflective sur-
face of the mirror (computed in cm2).

These criteria are good representatives of design challenges
for each role. The Aspect ratio and the Asymmetric balance
represent criteria used by designers to influence the overall
appearance, whereas the Rear visibility and the Surface size
are important factors for ergonomists to assess user experience.
For A, B and C, participants had to reach a value within a given

Figure 7. (Left) design criteria of Specialist 1 and Specialist 2. (Right)
design criteria values displayed next the mirror.
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range. To help them, the current value of each criterion was
displayed with different colors next to each design alternative:
red for A, yellow for B and blue for C (Fig. 7).

To ensure a proper counterbalancing and avoid bias, we de-
signed two tasks which resulted in different mirror shapes
(Small and Large). We verified through pilot tests that they
had similar difficulty and contradictory criteria which require
pairs to find a trade-off. The criterion values are A: 2.0−2.3,
B: > 50 (top-and-bottom), C: 110− 140 for Small, and A:
3.1−3.5, B: > 55 (left-and-right), C: 200−230 for Large.

Once Participants agreed on a design, they saved it with a
double tap gesture. They were instructed to finish the task
as quickly as possible. We encouraged pairs to communicate
together, but strongly forbade them to tell their own design
criteria. For example, Specialist 1 was not allowed to say “As-
pect ratio” or “Asymmetric balance” to express requirements.
Instead, they could use shape-related vocabularies, e.g. “I
want to make the mirror higher/wider/smaller/curvier/etc.”.

Hypotheses
We formulate hypotheses based on the usability study and
previous work about collaboration on wall-sized displays:

● H1: participants find the right design faster with Shape-
Compare than with ShapeSlide;

● H2: participants find the right design with fewer iterations
with ShapeCompare than ShapeSlide;

● H3: participants prefer ShapeCompare for communicating
with their partner;

● H4: overall, participants prefer ShapeCompare to achieve
the task.

Method
The experiment is a [2×2] within-participant design with the
following factors:

● VISUALIZATION with the two techniques: ShapeCompare
and ShapeSlide;

● TASK with two set of design criteria resulting in different
target shapes: Small and Large.

We first counterbalanced the order of the two VISUALIZA-
TION conditions among pairs, then for each condition, we
switched the TASK. To allow all participants to do the two
TASKs with both VISUALIZATION conditions, but to avoid
them remembering the task, we ran the experiment in two
sessions separated from two to three weeks. For example, if
participants did Small with ShapeCompare and Large with
ShapeSlide in the 1st session, they did Small with ShapeSlide
and Large with ShapeCompare in the 2nd session. Participant
roles remained constant across the two sessions.

Participants
We recruited 24 participants, aged 20 to 32 (mean 25.4), with
normal or corrected-to-normal vision. Pairs were formed at
the time of recruitment leading to 6 male-male, 4 female-male
and 2 female-female. 6 participants had previous experience

with AutoCAD, 4 with SolidWorks, 2 with CATIA, 3 with
other CAD systems, and 9 had with no experience.

Procedure
For each session, participants received written instructions.
They filled out demographic questionnaires. They sat in dis-
tant places in a room and received design criteria for Specialist
1 or Specialist 2. They could ask questions to the instructor
without being heard by the partner. At the beginning of the
experiment, each participant had a dedicated training to un-
derstand the given design criteria. For example, the instructor
asked Specialist 1 to modify the mirror and reach a specific
Aspect ratio with two different sizes. During this training, the
partner waited in a different room. For each VISUALIZATION
condition, pairs also performed a common training to learn
the interaction, followed by a measured trial. They filled out a
questionnaire after each trial.

Data Collection
We registered 48 trials: 2 VISUALIZATION×2 TASK×12 pairs.
We logged the task completion time (TCT) and the number
of selections (Selections). For TCT, the instructor gave the
starting signal and measurement stopped when pairs agreed on
a design or after 30 minutes. Selections correspond to the num-
ber of iterations performed by the participants during the task.
We recorded video. The questionnaire was based on the NASA
TLX [21] with additional questions about communication with
partner and overall preferences.

Data Analysis
We analyzed the video recording to investigate communica-
tion and the use of speech and gestures. We first transcribed
participants’ discussions. Based on the transcripts, we ignored
the utterances which were not relevant to the task and grouped
their design-related conversation into 5 categories:

● Deictic instructions: participants used deictic gestures to
show something on the screen to the partner. This category
has two subgroups:

– Deictic-specific: participants indicated a specific shape
(e.g. "I want to modify the mirror like this"). Most of
the time, they used a pointing gesture.

– Deictic-range: participants indicated a range of shapes
(e.g. "...from this shape to this one, it is OK").

● Design expression: participants expressed ideas either ver-
bally or with gestures (excluding deictic gestures). This
category has two subgroups:

– Expression-verbal: participants used shape-related vo-
cabularies (e.g. "...wider, more curved, etc.").

– Expression-gesture: participants described the desired
shape with hand or finger motions.

● Magnitude: participants quantified the size of the modifica-
tion they wanted (e.g. "much more..." or "a bit less...").
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Figure 8. Mean TCT by VISUALIZATION (left) and by TASK (right).
Error bars show 95% confidence intervals (CI).
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Figure 9. Mean Selections by VISUALIZATION (left) and by TASK (right).
Error bars show 95% CI.

RESULTS

Task Completion Time (TCT)
We tested TCT for normality on the whole data set using a
Shapiro-Wilk W test and found that it was not normally dis-
tributed6. We tested for goodness-of-fit with a log-normal
distribution using Kolmogorov’s D-test, which showed a
non-significant result. Therefore, we ran the analysis using
the log-transform of TCT, as recommended by Robertson &
Kaptein [44](p. 316). We did not find any significant learning
effects due to technique presentation order.

A repeated measures ANOVA on TCT with the model VI-
SUALIZATION×TASK revealed significant effects on VISU-
ALIZATION (F1,47 = 4.83, p = 0.033) and TASK (F1,47 = 4.66,
p = 0.036) but no significant interaction effect. Pairs achieved
the task faster with ShapeCompare (6.04±1.76 min) than with
ShapeSlide (7.83±1.59 min) (Fig. 8, left). Large (5.95±1.49
min) was faster than Small (7.91±1.91 min) (Fig. 8, right).

Number of Selections
In conformity with count data, Selections did not follow nor-
mal or log-normal distribution. Consequently, we computed
the mean Selections of each participant by levels for each fac-
tor and we used non-parametric tests. For VISUALIZATION, a
Wilcoxon Signed Rank test did not reveal any significant dif-
ferences (p = 0.78)(Fig. 9, left). For TASK, a Wilcoxon Signed
Rank test showed (p = 0.009) that Large (6.13±1.66) led to
fewer Selections than Small (8.19±1.66) (Fig. 9, right).

6All analyses were performed with R and we used a significance
level of a = 0.05 for all statistical tests.
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Conversation Analysis
We analyze the communications between participants during
the design exploration tasks. 2591 sentences were tagged
for all trials (Fig. 10). We did not find difference in the to-
tal number of sentences between ShapeCompare (1343) and
ShapeSlide (1248). The participants used more Deictic in-
structions with ShapeCompare (39.4% for Deictic-Specific,
10.22% for Deictic-Range) than with ShapeSlide (28.77%
for Deictic-Specific, 0.27% for Deictic-Range). On the con-
trary, they used less Shape-related expression and Magni-
tude with ShapeCompare (33.17% for Expression-Verbal,
5.99% for Expression-Gesture and 11.22% for Magnitude)
than with ShapeSlide (42.74% for Expression-Verbal, 10.42%
for Expression-Gesture and 17.8% for Magnitude).

Qualitative Feedback
In questionnaires, participants graded each VISUALIZATION
on a 5-point Likert scale. To avoid confusion, we phrased the
questions so that they always had to give a high grade if they
appreciated the condition. We asked them if they found the
condition efficient, not mentally demanding, not physically
demanding, not difficult to use, not frustrating and helpful
for communication (1: strongly disagree, 5: strongly agree).
They also gave an overall evaluation (1: bad, 5: good) for the
technique itself and the communication with their partner.

We computed the mean grades of each participant and
used a non-parametric Wilcoxon Signed Rank test (Fig. 11).
ShapeCompare was perceived more helpful for communica-
tion (avg. 3.96 vs. 3.13, p = 0.00014) and preferred in general
(avg. 4.08 vs. 3.25, p = 0.014) and for the communication (avg.
4.25 vs. 3.375, p = 0.004) in comparison to ShapeSlide. We did
not find significant differences for the other criteria.

DISCUSSION
ShapeCompare is linked to a CAD Server which enables non-
CAD experts to easily generate multiple design alternatives
of native CAD data. Unlike the conventional design process,
all project members can participate in design adjustment tasks.
This new capability is complex to evaluate since no compa-
rable systems exist. However, we can draw inspiration from
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some evaluation criteria proposed by Olsen [41] to verify the
contribution of our system: "Expressive Match"—users can
interact with the final shapes of the CAD object instead of a
2D sketch and a parameter tree as in a CAD software, and
"Empowers new design participants"—non-CAD experts can
achieve design adjustments which are currently done by CAD
engineers in the industrial design process.

ShapeCompare also takes advantage of a wall-sized display
to distribute design alternatives across the screen space. To
assess the benefit of this visualization technique for collabora-
tive design tasks, we examine the results from the controlled
experiment with respect to initial hypotheses. While the num-
ber of Selections (i.e. iterations) was not significantly different
with the two VISUALIZATION conditions, participants found
the right design significantly faster with ShapeCompare than
with ShapeSlide. This supports H1, but not H2. The results
from the questionnaires show that ShapeCompare was per-
ceived more helpful for communicating with the partner than
ShapeSlide, and ShapeCompare was generally preferred. This
supports H3 and H4.

The smaller TCT and better communication with Shape-
Compare could be explained by the large number of Deictic
instructions used by participants. During the task, the multiple
alternatives of ShapeCompare were often used as references
for communication: participants used the displayed shapes to
convey their design idea (e.g. “I want a mirror like this”), to
show limitations (e.g. “only shapes between this and this one”)
or to ask for partner opinion (e.g. “what do you think about
this one?”). Whereas with ShapeSlide, they needed to describe
their requirements verbally or with their hand gestures. The
words related to Magnitude were also more used with ShapeS-
lide when they instructed their partner acting on a modification
(e.g. "Can you increase it more?"). According to Clark [12],
the multiple alternatives of ShapeCompare create a common
ground between pairs and minimize the communication costs,
which can explain the smaller TCT.

The same iteration numbers in both VISUALIZATION could be
due to the task design and the fact that these iterations may be
necessary to reach the right design. In addition, we made two
different sets of design criteria (Small and Large). Even if we
tried to make these criteria as equivalent as possible, it seems
that LARGE was easier than SMALL.

We were concerned that displaying lots of alternatives with
ShapeCompare could increase the cognitive load. However,

we did not find significant difference in the NASA TLX, which
suggests ShapeCompare do not overload participants.

Although most participants preferred ShapeCompare for the
ease of communication, some others prefer ShapeSlide in
terms of interaction: e.g. “ShapeSlide is interesting because
it allows to have instant feedback and to cycle through all
possible design while swiping”. It seems that these users
prefer to have more initiatives on the design activity, instead of
dealing with solutions given by the system. ShapeCompare is a
first prototype, but additional functionalities would be required
to allow the user to feel more in control of the alternative
generation. In particular, it would be important that users can
define the minimum, maximum and step size of the generated
alternatives. This would allow them to achieve fine or coarse
modifications. Moreover, with the current implementation, the
generation of new alternatives can take up to 5 seconds. A
solution to improve this could be to use several CAD servers
to parallelize the computation of 3D meshes.

Finally, we believe that our system can be extended to any
CAD objects as long as they require collaboration among
multidisciplinary experts. For large objects, the number of
displayed alternatives or the scaling could be adjusted.

DESIGN RECOMMENDATIONS
While we studied alternative exploration in a specific context,
the approach of visualizing “small multiples” on a wall-sized
display could be extended to other contexts as soon as parame-
ter variations are involved. For example, it can be suitable for
generative design in which users can specify preferred designs
to the AI, or physical simulations such as weather predictions
in which users can run several simulations with different pa-
rameter variations. Based on the observations of the usability
study and the results of the controlled experiment, we draw
some generic recommendations which can be applied to other
contexts:

● A large number of alternatives can be displayed on the
wall-sized display without overloading the users.

● Allowing users to generate/compare alternatives can help
them to solve constraints and reach a trade-off.

● Users need to understand the effect of all possible mod-
ifications before generating new alternatives to facilitate
exploration. One option could be to display previews of the
most extreme modifications.
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● Users need to keep track of the design history and the link
between each alternative selection to understand the design
evolution.

● The difference between side-by-side alternatives should be
big enough to be perceived by users. An automatic solution
to tune parameter steps can be valuable.

CONCLUSION AND FUTURE WORK
This paper investigates collaborative design exploration on
a wall-sized display by proposing ShapeCompare, a system
which enables users to generate and distribute design alterna-
tives of a CAD model on large screens. ShapeCompare relies
on “small multiple” representations of a CAD object to allow
multidisciplinary teams to collaboratively explore, compare
alternatives and reflect their ideas on a wall-sized display. It
aims to reduce the iterations of industrial design review pro-
cesses by avoiding miscommunication between experts and
engineers in charge of the CAD data modification.

We ran a controlled experiment to assess how simultaneous
visualization of multiple design alternatives affects the col-
laboration among experts during a constraint-solving task.
We compared ShapeCompare with another technique named
ShapeSlide which shows only one design alternative at a time,
but enable users to quickly switch the displayed alternative.
ShapeSlide could be used on any standard screens since it does
not require a large screen space. The results showed that par-
ticipants reach a consensus respecting the design constraints
significantly faster with ShapeCompare than with ShapeSlide.
We also found that participants used more deictic instruc-
tions and less verbal or gesture-based design expressions with
ShapeCompare than with ShapeSlide. It suggests that the
multiple alternative visualization helps collaborators during
design exploration and negotiation by increasing the common
grounds among them. To our knowledge, it is the first study to
demonstrate the benefit of the “small multiple” concept on a
wall-sized display.

The current system is still a research prototype. There is a
lot of space to explore and improve the way to visualized
alternatives and interact with them. For example, ways to
classify or to merge relevant design alternatives should be
investigated. In addition, the proposed approach could also
be applied in many other contexts, such as generative design
or physical simulation, for which many alternatives can be
generated by intuitively varying parameters.
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ABSTRACT
Teleportation is a navigation technique widely used in virtual real-
ity applications using head-mounted displays. Basic teleportation
usually moves a user’s viewpoint to a new destination of the vir-
tual environment without taking into account the physical space
surrounding them. However, considering the user’s real workspace
is crucial for preventing them from reaching its limits and thus
managing direct access to multiple virtual objects. In this paper,
we propose to display a virtual representation of the user’s real
workspace before the teleportation, and compare manual and au-
tomatic techniques for positioning such a virtual workspace. For
manual positioning, the user adjusts the position and orientation
of their future virtual workspace. A �rst controlled experiment
compared exocentric and egocentric manipulation techniques with
di�erent virtual workspace representations, including or not an
avatar at the user’s future destination. Although exocentric and
egocentric techniques result in a similar level of performance, rep-
resentations with an avatar help the user to understand better how
they will land after teleportation. For automatic positioning, the
user selects their future virtual workspace among relevant options
generated at runtime. A second controlled experiment shows that
the manual technique selected from the �rst experiment and the
automatic technique are more e�cient than the basic teleporta-
tion. Besides, the manual technique seems to be more suitable for
crowded scenes than the automatic one.
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1 INTRODUCTION
Teleportation is a popular locomotion technique that allows a user
to move beyond the limits of their available physical space while
minimizing simulator sickness [26, 48]. Using such technique, the
user can select a destination point and instantaneously appear at
this new location in the virtual environment (VE). However, this
technique usually does not consider the physical space surround-
ing the user and their position inside this space. Due to a lack of
awareness of the real workspace boundaries, the user may quickly
reach the limits of their workspace while performing a virtual task.

Common solutions, such as alerting the user when they approach
the boundaries, increase the user’s mistrust in virtual reality (VR)
systems, and often break their immersion and sense of presence.
These solutions also induce the user to stay still and perform many
small teleportations, instead of using their real movements to reach
objects of the VE, especially when they get stuck in a corner or
against a boundary of their real workspace. On the other hand, real
walking could be highly bene�cial for improving immersion. Solu-
tions like redirected walking [35] provide a compelling approach
for the user to explore large VEs while overcoming the constraints
of the real workspace. However, the redirected walking algorithms
usually require physical spaces larger than 6m × 6m [6]. It may not
be possible for common users with head-mounted displays (HMD)
because their real workspace is also limited by the room size.

This work aims to help the user to gain a prior knowledge of
the accessible area of the VE, which allows them to access multi-
ple virtual objects with real walking and avoid reaching the real
workspace limits. To achieve this goal, we propose to display and
manipulate a virtual representation of the real workspace when
using the teleportation technique. This virtual representation of
the real workspace, also called virtual workspace in this paper, is
similar to the concepts of vehicle [11] or stage [20].

Optimizing future access of the user to multiple objects within
their physically accessible area could be useful in many scenarios.
For example, in VR escape room games [1, 2], if the user can posi-
tion their virtual workspace close to some area of interest where
the clues are possibly hidden, they can fully explore this area by
walking and thus avoid a lot of unnecessary teleportations. With
�rst-person shooter games [5], by choosing an appropriate virtual
workspace position, they can physically move to hide and attack
enemies. Another example is some complex VR training system [4]
that consists of several assembly tasks at di�erent locations in the
VE. Positioning the virtual workspace around an assembly area of
each sub-task might help the user to focus better on knowledge
acquisition and assembly procedure learning as they do not need to
manage virtual objects’ accessibility while completing this sub-task.
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In order to help the user to de�ne the position and orientation
of this virtual workspace, we explore two strategies, named man-
ual positioning and automatic positioning. The former allows the
user to manually adjust the position and orientation of their future
virtual workspace. The latter, using clustering techniques, automat-
ically generates a series of possible virtual workspaces considering
the interactive object layout in the VE. The user can select their
future virtual workspace among the relevant options proposed by
the system. We investigated these di�erent positioning techniques
in two controlled experiments. In the �rst one (pre-study), we as-
sessed three manual positioning techniques and selected the most
appropriate one. In the second one, we compared the selected man-
ual positioning and the automatic positioning techniques to the
basic teleportation technique. We evaluated the user performance
in terms of e�ciency, number of teleportations, and cognitive load,
considering various virtual object layouts. From the results, we
derived some usability guidelines for such techniques.

The paper is organized as follows. Section 2 reviews related work
about teleportation and navigation techniques that take the user’s
real workspace into account. Section 3 details the two positioning
strategies. Section 4 describes the two experiments and analyze the
results. Finally, section 5 concludes by proposing some guidelines
and discussing open problems of this contribution.

2 RELATEDWORK
The mapping between the real and virtual world is a fundamental
issue of every VR applications, and various previous works explore
solutions to manage this relationship. To avoid the user’s collisions
with the real world and grant direct access to virtual objects, some
applications choose to have a �xed one-to-one mapping between
the real and virtual environments. For example, Cheng et al. [17]
and Sra et al. [41] propose to procedurally generate the virtual
environment based on a 3D scan of the real world with a depth
camera. Consequently, the size and shape of the virtual environment
are constrained. Redirected walking [35] or other view distortion
techniques [45] can be used to map a large virtual environment
to a small real workspace while allowing the user to walk freely.
Impossible Space [44] also uses a self-overlapping architectural
layout to allow the user to walk through multiple virtual rooms
while staying in the same real room. However, these solutions are
not suitable for all applications since they require a reasonably
large real workspace, and physical walking could also be tiresome
when the user has to travel long distances.

Virtual navigation is a generic solution which allows the user
to go beyond the real workspace limits [12]. However, it breaks
the one-to-one mapping between the real and virtual environment.
Such mismatch may result in safety issues as the user could col-
lide with physical obstacles that are invisible in the virtual world.
The user may feel afraid of encountering real-world obstacles [18]
and thus alter their movement behaviors [18, 39]. In such cases, it
is crucial to provide the user with a way to visualize and under-
stand the limits of their real workspace. For example, 3DM [14] not
only allows the user to walk naturally on a magic carpet represent-
ing the tracking space, but also to move this magic carpet over a
long-distance using a steering technique. Magic Barrier Tape [19]
employs a virtual barrier tape to indicate the available walking area

to the user. The user can go beyond the boundaries by "pushing"
the tape. More recently, Chen et al. [15] present a human-joystick
technique that takes the real workspace boundaries into account to
prevent collisions during navigation.

Teleportation is another virtual-navigation technique widely
used in VR applications. Basic teleportation allows the user to
instantly appear at a remote target position using a pointing tech-
nique [12]. The instantaneous transition of viewpoint avoids the
sensory con�ict between the visual feedback and the user’s vestibu-
lar systems, which reduces simulator sickness compared to other
locomotion techniques [26, 48]. However, teleportation lacks op-
tical �ow, which limits the user’s ability to perform path �nding
and leads to disorientation [7, 9]. Several existing approaches aim
to improve teleportation. Point and Teleport technique [13, 23] al-
lows the user to specify their orientation before the teleportation.
Jumper [10] employs the user’s eye gaze to specify the target desti-
nation and thus enables hand-free teleportation. Dash [9] quickly
but continuously displaces the user’s viewpoint to retain optical
�ow cues. The out-of-body locomotion technique [25] allows the
user to seamlessly switch between a �rst-person and a third-person
view to reduce the confusion caused by discontinuous avatar move-
ments for multiple-user teleportation.

Some approaches combine teleportation with real walking to
better use the available real workspace and facilitate real walking.
For example, Redirected Teleportation [29] requires the user to
step into a portal to activate teleportation, which unobtrusively
reorients and re-positions the user away from the tracking space
boundary. Interactive Portals [21] reorient the user to a safe po-
sition via portals sliding up from the ground in the center of the
CAVE. Switch techniques [49] help the user to recover a one-to-one
mapping between real and virtual workspace inside some areas
in the VE. The user can access the virtual objects of the areas by
walking. However, these areas need to be prede�ned according to
the layout of VE and the shape of the real workspace, which makes
it hard to apply in a generic context. Apart from that, the SteamVR
plugin for Unity [3] can provide a virtual representation of the real
workspace boundaries before the teleportation. However, the user
cannot manipulate the orientation of this virtual representation.

In this paper, we overcome the limits of the existing approaches
by designing two types of positioning techniques (manual vs. auto-
matic) that allow the user to manage their virtual workspace before
each teleportation, and to develop strategies to access multiple ob-
jects by real walking. These techniques do not rely on speci�c vir-
tual object layouts or prior knowledge of the user’s real workspace.

3 POSITIONING TECHNIQUES
In this section, we will present our considerations and design for
the virtual workspace positioning techniques.

3.1 Manual Techniques
The manual positioning techniques use a 3D volume representing
the user’s real workspace, and the user can directly control its
position and orientation in the VE to customize the teleportation.

Interacting with a prede�ned volume has been used for multiple-
object selection (MOS) [31, 42] to select the enclosed objects at
once. The user can use manipulation techniques, such as the go-go
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Figure 1: Three manual positioning techniques: the user (a)
rotates the volume around its central vertical axis; (b) rotates
the 3D volume and an avatar around the central axis; and (c)
rotates the 3D volume around the avatar’s vertical axis.

technique [31], to manipulate this volume remotely to select distant
objects. In our approach, we extended the ray casting technique [33]
to enable the virtual workspace manipulation.

In our �rst manual technique, the 3D volume of the virtual
workspace appears when the user presses the touch pad of the
controller. The intersection point between the virtual ray and the
virtual ground determines the future position of this volume. The
user can rotate the volume around its vertical axis (see Figure 1(a))
by sliding the �nger in a circle on the touch pad with a one-to-one
mapping. The objects fully or partially enclosed by the volume are
selected and highlighted with a more intense colour. The user can
release the touch pad to end the manipulation, and then they will
be teleported into the newly speci�ed virtual workspace with a
correct matching to their real workspace.

To enhance the spatial awareness [12], we propose two other
techniques, which add additional visual information to the virtual
workspace representation: an avatar showing directly how the user
will land after the teleportation. This avatar is a ghost representation
of the user at their future location, which helps them to get self-
related information.

These techniques di�er in their rotation axis position. One tech-
nique uses an exocentric manipulation by rotating the 3D volume
and the avatar around the volume’s central vertical axis (see Fig-
ure 1(b)). The exocentric information can help people to see global
trends [8] and enhances the size judgment [32]. The other tech-
nique uses an egocentric manipulation by rotating the 3D volume
around the avatar’s vertical axis (see Figure 1(c)). The egocentric
cues can help people to gather the self-related information and
result in more accurate distance estimation [30].

3.2 Automatic Technique
In many VR applications, the virtual objects that the user can di-
rectly interact with are usually prede�ned in the scenarios. Based
on the layout of these objects and considering the user’s actual real
workspace, the system can compute possible virtual workspaces
and propose them to the user. The user can then select their future
virtual workspace among relevant options depending on the task
requirements. Our approach to compute a set of suitable virtual
workspaces is to: (i) organize objects into clusters by grouping or
splitting them; (ii) compute bounding volumes for each cluster; and
(iii) repeats the above steps until the size of the bounding volume
and the size of user’s real workspace become equivalent.

In the �rst step of the approach, bottom-up or top-down al-
gorithms can be used to cluster virtual objects. The bottom-up
algorithms treat each virtual object as a singleton cluster at the
beginning, and then successively merge pairs of clusters until the
user’s real workspace can no longer enclose the bounding volume
of a cluster. The top-down algorithms start with a cluster that in-
cludes all virtual objects and split the cluster recursively until each
sub-cluster is smaller than the user’s real workspace. Di�erent cri-
teria can be applied to organize objects into a cluster. For example,
K-means is a fast and straightforward heuristic to group pairs of
clusters based on their nearest mean [28]. Beyond those geometrical
approaches, one can also use semantic knowledge about the scene
to align objects of the same kind [43], or use collisions to de�ne
clusters when simulating the real-world behaviors [34].

Algorithm 1 Virtual workspaces positioning algorithm
Input: ObjList, UsrRWS

Output: PosList
1: procedure TopDown(ċĘ ĠĈğĩĪ,đĩĨĎēď)
2: Ċ ← ObjList.length
3: if Ċ = 1 then
4: PosList.Add(ýýþþ(ċĘ ĠĈğĩĪ) .ĦĥĩğĪğĥĤ)
5: return PosList
6: else
7: ĘĘĥĮ ← AABB(ċĘ ĠĈğĩĪ)
8: if !āĤęėĦĐěĩĪ (ĘĘĥĮ,đĩěĨĎěėĢēď) then
9: ĢĊ , ĨĊ ← Kmeans(ċĘ ĠĈğĩĪ, 2)
10: ČĥĩĈğĩĪ .append(TopDown(ĢĊ ,đĩĨĎēď))
11: ČĥĩĈğĩĪ .append(topDown(ĨĊ ,đĩĨĎēď))
12: else
13: return PosList

As a �rst prototype, we implemented a simple top-down algo-
rithm (see Algorithm 1) to compute the possible virtual workspace
positions in sublinear time. It uses K-means (with k=2) to split the
inputting objects (ObjList) into disjoint subsets based on their 2D
positions (x, z), and generates a bounding volume around each sub-
set using axis-aligned bounding box (AABB) approach [24]. The
recursive splitting creates a binary tree, and processes until a subset
either contains only one virtual object, or its bounding volumes
can be encapsulated in the user’s real workspace (UsrRWS). By
traversing the binary tree, the algorithm creates and returns a
list of bounding volume positions from the leaf nodes. Based on
this list, the system can subsequently instantiate 3D volumes at
each bounding volume position to represent the possible virtual
workspaces. In the example of Figure 2, our algorithm provides
�ve virtual workspaces for a given con�guration of the VE and a
3m× 3m user’s real workspace. This algorithm is a �rst implementa-
tion to test the related interaction technique and user acceptability
of an automatic technique. It can be improved later by consider-
ing arbitrary-oriented bounding boxes (OBB) or other clustering
methods.

The proposed virtual workspaces are normally invisible to the
user. As soon as the user’s virtual ray collideswith a virtual workspace,
it is displayed along with an avatar indicating the user’s future des-
tination (see Figure 3(a)). When the user walks into an overlapping
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Figure 2: Results of the positioning algorithm: �ve virtual
workspaces (green) are proposed to the user for 12 inter-
active objects (light blue) located in three virtual rooms
(white). Three workspaces are disjointed (no overlap rooms),
and two overlap each other (overlap room).

Figure 3: Top view of the user (a) selects a virtual workspace
among relevant options; (b) enters an overlapping area and
the system displays avatars to represent the connected vir-
tual workspaces; and (c) selects a subsequent workspace by
pointing the virtual ray to its corresponding avatar.

area between multiple virtual workspaces, the system allows the
user to switch directly from their current virtual workspace to one
of the connected workspaces by showing their related avatars (see
Figure 3 (b)). The user can then select a new workspace by pointing
the virtual ray to its associated avatar (see Figure 3 (c)). The virtual
objects enclosed inside the selected workspace are highlighted with
a more intense color.

4 EXPERIMENT 1
As a �rst step, we conducted a controlled experiment to evaluate
the three manual techniques proposed in section 3.1. We aimed
to assess the bene�ts of including an avatar at the user’s future
destination in the virtual workspace. We also wanted to compare
egocentric and exocentric manipulation techniques in terms of user
spatial awareness and performance. The experiment thus compared
the following techniqes (see Figure 4):
• Exo-without-avatar is an exocentric technique allowing the
user to move the virtual workspace representation and to
rotate it around its central axis. No preview of the user’s
future position is o�ered.

Figure 4: Conditions of the �rst experiment: (a) Exo-without-
avatar, (b) Exo-with-avatar and (c) Ego-with-avatar.

• Exo-with-avatar is an exocentric technique for which the
rotation axis is still at the center of the virtual workspace rep-
resentation. An avatar is included to show the user’s future
position. This avatar is a simpli�ed human body wearing a
head-mounted display.
• Ego-with-avatar is an egocentric technique that uses the
future position of the user (i.e. the avatar position) as the
rotation axis of the virtual workspace representation. The
same simpli�ed avatar is used in this condition.

We did not include an egocentric techniquewithout the avatar be-
cause the rotation axis is invisible, making it di�cult for the user to
understand the manipulation. The experiment was a within-subject
design with techniqe as a factor. The order of the techniqes
was counterbalanced across participants using a balanced Latin
square.

4.1 Hypothesis
We expected the conditions with the avatar would help the user to
anticipate their next position in the virtual scene. We also assumed
that Exo-with-avatar would highlight the entire virtual workspace
and would make it easier to enclose the targeted virtual objects,
while Ego-with-avatar focuses on the user’s future destination and
causes less disorientation. Therefore we formulated the following
hypotheses:
H1 Exo-with-avatar and Ego-with-avatar will reduce disorienta-

tion and the time required to �nd a target after the telepor-
tation, compared to Exo-without-avatar.

H2 Less timewill be required for positioning the virtual workspace
representation with Exo-with-avatar than with Ego-with-
avatar.

H3 Less time will be required to �nd a target after the teleporta-
tion with Ego-with-avatar than with Exo-with-avatar.

4.2 Participants
We recruited 12 participants, aged between 25 and 31 (6 men and
6 women). Only one person was left-handed. Three participants
had VR experience. 11 out of 12 rated their everyday usage of head-
mounted displays as very low.

4.3 Experiment setup
The VR setup consisted of an HTC Vive Pro Eye with both position
and orientation tracking, as well as integrated eye-tracking tech-
nology. The virtual environment was rendered using Unity with a
resolution of 1440 × 1600 pixels per eye at 90 Hz. The experiment
room supported a 3m × 3m tracking area. User input was detected
using a Vive handheld controller.
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Figure 5: Each starting position in the virtual scene posi-
tioned the participant at one of the 6 positions in the real
space (left). The pillar set was located with 3 di�erent ori-
entations, in one of the 8 directions around the participant,
and at one of the 3 distances from the participant (right).

4.4 Experimental task
To assess spatial awareness, existing studies [12, 47] measure the
time needed for participants to reorient themselves and �nd objects
previously seen in the virtual scene. We used a similar task to
evaluate the three techniqes in terms of spatial awareness and
manipulation e�ciency. Before each trial, the participant was asked
to walk to a starting point presented by a green dotted circle on the
�oor. Then, a set of pillars were displayed, and the trial started. The
pillar set consists of one red and seven blue pillars located on four
sides of a 3m × 3m square. The participant had to adjust the virtual
workspace position to enclose all the pillars as if they wanted to
be able to access all of them without having to perform additional
teleportations. Once all the pillars were enclosed, the participant
could release the Vive controller touch pad to travel to the selected
destination. Subsequently, the participant needed to touch the red
pillar with the Vive controller to end the trial.

4.5 Procedure
Each participant was welcomed, received instructions on the task,
and signed an informed consent form. After setting up the head-
mounted display, we calibrated the eye tracker. For each techniqe,
the participant �rst experienced training trials. Next, the partic-
ipant completed 24 trials in randomized order resulting from a
particular subset of the full combination of 6 starting points in
the real space, 8 relative directions between the starting point and
the pillar set (-135°, -90°, -45°, 0°, 45°, 90°, 135°, 180°), 3 distances
between the starting point and the pillar set (4m, 6m, 8m) and 3
orientations of the pillar set (0°, 22.5°, 45°), as illustrated in Figure 5.
After each techniqe, the participant �lled out a questionnaire.
At the end of the experiment, the participant also ranked the three
techniqes according to their preference. The whole experiment
lasted approximately 45 minutes.

4.6 Data collection
We registered 864 trials: 3 techniqes × 24 repetitions × 12 partic-
ipants. For each trial, we logged the following measures:

• Task Completion Time (TCT): the total duration of a trial. The
measurement started when the participant arrived at the
starting point and ended when the red pillar was touched.

Figure 6: Mean TCT (left) and manipulation time (right) by
techniqe. Error bars show 95% con�dence intervals (CI).

• Manipulation time: the time used to enclose all the pillars.
The measurement started when the virtual workspace repre-
sentation collided with one of the pillars and ended when
the participant triggered the teleportation.
• Target identi�cation time: the time that the participant needed
to reorient themself to �nd the red pillar. The measurement
started just after the teleportation, and ended when the eye
gaze of the participant collided with the red pillar (measured
by the eye-tracking system of the HTC Vive).

We used the NASA-TLX questionnaire [27] and also added two
more questions about anticipation (Were you able to anticipate
where you would be after teleportation?) and disorientation (Did
you feel disoriented after teleportation?). Criteria were graded on
a 21-point scale and later converted to a 100-point score.

4.7 Statistical results
For each measure, we used normal QQ-plots and Shapiro-Wilk
Tests to analyze data normality. TCT, manipulation time and target
identi�cation time were not normally distributed, so we applied a
log-transformation to analyze them, as recommended by Robertson
& Kaptein [37] (p. 316). To minimize the noise in our data, we aver-
aged the 24 repetitions of each techniqe. We then ran a one-way
ANOVA test and conducted post-hoc analysis with paired sample
T-tests with Bonferroni corrections1. Means (M) are reported with
standard deviations.

For TCT (see Figure 6, left), we did not �nd a signi�cant e�ect
of techniqe (Ă2,22 = 1.291, Ħ = 0.295), and all conditions had
close mean values: Exo-without-avatar (M = 10.18±4.21s), Exo-with-
avatar (M = 11.09±3.43s) and Ego-with-avatar (M = 12.56±3.85s).

For manipulation time (see Figure 6, right), we observed a signif-
icant e�ect of techniqe (Ă2,22 = 4.683, Ħ = 0.0202). Pairwise com-
parisons showed that participants spent less time with Exo-without-
avatar (M = 6.54±3.32s) thanwith Ego-with-avatar (M = 10.66±4.07s,
Ħ = 0.0042). No signi�cant di�erences were found between Exo-
without-avatar and Exo-with-avatar (M = 10.66±4.07s, Ħ = 0.132),
and between Exo-with-avatar and Ego-with-avatar (Ħ = 0.64).

For target identi�cation time (see Figure 7, left), we detected a sig-
ni�cant e�ect of techniqe (Ă2,22 = 17.40, Ħ < 0.0001). Pairwise
comparisons showed that target identi�cation time was signi�-
cantly shorter with Exo-with-avatar (M = 0.81±0.20s, Ħ = 0.0021)
and Ego-with-avatar (M = 0.77±0.38s, Ħ = 0.0015) than with Exo-
without-avatar (M = 1.79±1.06s). No signi�cant di�erences were
found between Exo-with-avatar and Ego-with-avatar (Ħ = 0.57).

1All statistical analyses were performed with R and we used a signi�cance level of
Ă = 0.05 for all tests.
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Figure 7: Mean target identi�cation time (left) and NASA-
TLX score (right) by techniqe. Error bars show 95% CI.

Figure 8: Mean anticipation (left) and disorientation (right)
score by techniqe. Error bars show 95% CI.

For the subjective questionnaire, we used Friedman’s tests and
Wilcoxon signed-rank tests for post-hoc analysis in conformity
with such non-parametric data. For cognitive load, we did not �nd
a signi�cant e�ect of techniqe (Ć2 (2) = 1.721, Ħ = 0.423) on
the NASA-TLX score (see Figure 7, right). However, we detected
a signi�cant e�ect of techniqe on anticipation (Ć2 (2) = 19.19,
Ħ < 0.0001) and disorientation (Ć2 (2) = 21.80, Ħ < 0.0001). Post-hoc
analysis shows that Exo-with-avatar (M = 16.67±12.67, Ħ = 0.0057)
and Ego-with-avatar (M = 15.00±12.06, Ħ = 0.0061) resulted in a
signi�cantly better anticipation (see Figure 8, left) compared to Exo-
without-avatar (M = 85.83±9.00). It shows that signi�cantly less
disorientation (see Figure 8, right) was perceived by the participants
with Exo-with-avatar (M = 20.00±19.19, Ħ = 0.015) and Ego-with-
avatar (M = 16.08±19.08, Ħ = 0.0099) than with Exo-without-avatar
(M = 63.33±30.70). In addition, 11 out of 12 participants preferred
Exo-with-avatar and Ego-with-avatar over Exo-without-avatar, and
8 out of 12 participants ranked Ego-with-avatar as their favorite
condition.

4.8 Discussion
Despite the non-signi�cant di�erence in task completion time, we
found that the use of an avatar has a signi�cant impact on ma-
nipulation time and target identi�cation time. On the one hand,
participants performed faster the manipulation task of the virtual
workspace with Exo-without-avatar than with Ego-with-avatar. Ma-
nipulation with Exo-without-avatar seems also slightly faster than
with Exo-with-avatar, but the di�erence is not signi�cant. On the
other hand, the two conditions with avatar resulted in signi�cantly
less disorientation and thus a shorter target identi�cation time,
which supports H1. Even if the results could be predictable since
the visual feedback directly shows how the userwill “land" in the VE,
it is interesting to measure its actual impact. While the user spends
slightly more time positioning the avatar, they can plan and better

understand the upcoming teleportation, decreasing disorientation
and the time needed to complete the task after the teleportation. In
the conditions with avatar, positioning the avatar can increase the
cognitive load, but �nding the target requires less cognitive e�ort.
This can explain why the overall di�erence in cognitive load is not
signi�cant.

Contrary to our expectations, we were not able to �nd signi�cant
di�erences between exocentric and egocentric techniques in term
of user performance. For manipulation time, the di�erence is not
signi�cant, which does not support H2. For target identi�cation
time, no signi�cant di�erence was found between Exo-with-avatar
and Ego-with-avatar, which rejects H3. We also did not detect sig-
ni�cant di�erences between Exo-with-avatar and Ego-with-avatar
for cognitive load, anticipation and disorientation. However, partici-
pants preferred Ego-with-avatar to Exo-with-avatar according to the
questionnaires. In particular, participants reported that Ego-with-
avatar allowed them to "focus more on themselves" (P6) during the
manipulation step, was "easier for positioning themselves" (P9), and
was "easier for �nding" (P3) the target objects after teleportation.

The two conditions with avatar seem to reach close performance
levels. However, we wanted to select one of them to compare it
with the automatic positioning technique in the second experiment.
Consequently, we decided to choose the Ego-with-avatar based on
the user preference.

5 EXPERIMENT 2
The goal of this experiment is to compare the manual technique
selected from the �rst experiment (i.e., Ego-with-avatar) and the
automatic technique to a basic teleportation. In this experiment, we
set up a more realistic task similar to an escape room game. The VE
consisted of a series of virtual rooms. Participants needed to select
multiple objects to escape each room and continue the exploration.
The experiment followed a [3×2] within-subject design with the
following factors:
• techniqe: Basic, Manual and Automatic,
• layout: Overlap and No-overlap.

For techniqe (see Figure 9), the three variations are:
• Basic is the basic teleportation technique used as a base-
line. A virtual ray appeared when participants pressed the
controller’s touchpad. The teleportation position was deter-
mined by the collision point between the ray and the virtual
�oor. It was represented by a green dotted circle. Participants
activated teleportation by releasing the touch pad.
• Manual is the manual Ego-with-avatar technique described
in section 4. Participants used the virtual ray to manipulate
the virtual workspace representation instead of the dotted
circle used in the Basic technique.
• Automatic is the automatic technique described in Section 3.
Participants used the virtual ray to select a virtual workspace
among the relevant options proposed by Algorithm 1.

For layout, two di�erent object layouts were used:

• No-overlap: objects were laid out in two separate areas, which
could be included in the participant’s real workspace. The
Automatic technique thus proposed one virtual workspace
for each area.
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Figure 9: Three conditions for techniqe: (a) Basic telepor-
tation; (b) Manual technique selected from Experiment 1;
(c) Automatic technique: the user selects their future vir-
tual workspace among relevant options (left), or selecting
avatars in overlapping conditions (right).

• Overlap: objects were spread in an area larger than the partic-
ipant’s real workspace. The Automatic technique proposed
a set of virtual workspaces which enclosed only a subset of
the objects.

The order of the techniqes was counter-balanced across par-
ticipants using a balanced Latin square, and the order of the layout
was also counter-balanced for each techniqe.

5.1 Hypothesis
In comparison to the basic teleportation, we expected that the
manual and the automatic positioning techniques would allow the
user to access more easily multiple objects using physical walking.
With the automatic technique, the user could select their future
virtual workspace among the proposed ones and thus would be able
to avoid the manipulation step required for positioning it. However,
in a crowded virtual environment, the large number of proposed
virtual workspaces could be confusing for the user. We, therefore,
formulated the following hypotheses:

H1 Automatic andManual will result in better user performance,
compared to the Basic teleportation.

H2 Automatic andManual will result in better sense of presence,
compared to the Basic teleportation.

H3 In No-overlap, Automatic performs better than Manual.
H4 In Overlap, Manual performs better than Automatic.

5.2 Participants
We recruited 12 participants, aged between 25 and 32 (7 men, 5
women). 6 participants had VR experience. 8 out of 12 rated their
everyday usage of head-mounted displays as very low.

5.3 Experiment setup
The VR setup was the same as in Experiment 1.

Figure 10: Two object layouts were used: (left) No-overlap in
which objects (red) and treasure boxes (gray) were randomly
located in two disjointed 3m × 3m areas; and (right) Overlap
in which objects (red) and treasure boxes (gray) were ran-
domly placed in a single 5m × 5m area. The light gray rect-
angles represent the virtualworkspaces computed in theAu-
tomatic condition.

5.4 Experimental task
Participants traveled in a large virtual environment composed of
nine rooms. In each room, they had to select multiple objects. When
participants reached their real workspace limits, a warning sign
appeared in their �eld of view with an alarm sound to ensure
participants’ safety. The �rst room was used for the training task,
and the other eight were set up for the evaluation: half with the
No-overlap layout and half with the Overlap layout. Both types of
layouts required participants to access ten target objects, grab them
with the controller, and bring them back to one of two treasure
boxes one by one (see Figure 10). With the No-overlap layout, the
objects and the treasure boxes were located within two disjointed
3m × 3m areas. Each area contained �ve targets and one treasure
box located randomly on 6 of 9 positions. With the Overlap layout,
the objects and the treasure boxes were placed randomly on 12 of 25
positions located in a single 5m × 5m area. In Automatic condition
of this layout, the algorithm computed four overlapping virtual
workspace positions to cover the full area.
5.5 Procedure
Each participant was welcomed, received instructions on the task,
and signed an informed consent form. For each techniqe, the
participant �rst completed the training task with eight targets and
two treasure boxes located inside four 3m × 3m areas (three over-
lapped and one not-overlapped). During this step, the experimenter
was allowed to answer their questions, if any. Next, the participant
completed eight trials (4 with No-overlap and 4 with Overlap, or vice
versa). After each techniqe, they �lled out an Igroup Presence
Questionnaire (IPQ) [36, 38] to measure the sense of presence and
two NASA-TLX questionnaires [27] to assess the cognitive load of
each layout. We used the color of the rooms to help the participant
to di�erentiate the two layouts. At the end of the experiment,
the participant also ranked the three techniques according to their
preference. The whole experiment lasted around 60 min.
5.6 Data collection
We registered 288 trials: 3 techniqes× 2 layouts× 4 repetitions×
12 participants. For each trial, we collected the following measures:
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Figure 11: Mean TCT (left) and warnings (right) by tech-
niqe × layout. Error bars show 95% CI.

• Task Completion Time (TCT): the total duration of a trial. The
measurement started when the participant entered a room
and ended when all objects were put in the treasure boxes.
• Warnings: the number of times the participant triggered the
warning sign.
• Teleportations: the number of teleportations performed.

Each question of the NASA-TLX was graded on a 21-point scale
and converted to a 100-point score. Each question of the IPQ was
graded on a 7-point Likert scale (from 0 to 6).

5.7 Statistical results
To minimize the noise in our data, we averaged the 4 repetitions of
each techniqe × layout. Means (M) are reported with standard
deviations.

For TCT, we used normal QQ-plots and Shapiro-Wilk Tests to
analyze data normality. The data was not normally distributed, so
we applied a log-transformation to analyze it following statistical
recommendations [37]. A two-way repeated measures ANOVA
with the model techniqe × layout revealed a signi�cant e�ect
of techniqe (Ă2,22 = 11.08, Ħ = 0.0005) and interaction e�ect
(Ă2,22 = 4.79, Ħ = 0.019), but no signi�cant e�ect of layout (Ă1,11 =
2.13, Ħ = 0.17) was found. For techniqe, post-hoc Tukey HSD
tests indicated that performing the task with Manual (M = 45.70±
9.65s, Ħ = 0.0019) and Automatic (M = 45.40±9.46s, Ħ = 0.0011)
was signi�cant faster than with Basic (M = 61.70±20.19s). For
techniqe × layout (see Figure 11, left), post-hoc Tukey HSD tests
shown the task with the No-overlap layout was signi�cant faster to
achieve withManual (M = 43.75±10.63s, Ħ = 0.0005) and Automatic
(M = 39.80±8.75s, Ħ < 0.0001) than with Basic (M = 64.02±20.60s).
For the task with the Overlap layout, Basic (M = 58.99±19.23s) was
signi�cantly di�erent from Manual (M = 46.97±10.86s, Ħ = 0.044),
but not fromAutomatic (M = 49.87±13.75s, Ħ = 0.17). In all cases, no
signi�cant di�erences were found between Manual and Automatic.

For Warnings, we used non-parametric tests in conformity with
the nature of count data. We �rst aggregated the data by techniqe
and a Friedman test revealed a signi�cant e�ect of techniqe
(Ć2 (2) = 11.51, Ħ = 0.0032). Wilcoxon Signed Rank tests2 shown
that participants triggered signi�cantly more Warnings with Basic
(M = 3.38±3.32) than with Manual (M = 1.50±1.11, Ħ = 0.041) and
Automatic (M = 0.90±0.67, Ħ = 0.034). No signi�cant di�erences
were found between Manual and Automatic. We then split the data
by layout and ran a Friedman test for each layout (see Figure 11,
right). For No-overlap, it indicated a signi�cant e�ect of techniqe
2In this experiment, all Wilcoxon Signed Rank tests were performed with Holm-
Bonferroni corrections.

Figure 12: Mean Teleportations by techniqe × layout. Er-
ror bars show 95% CI.

(Ć2 (2) = 14.28, Ħ = 0.0008). Wilcoxon Signed Rank tests shown that
participants triggered signi�cant moreWarnings for the No-overlap
layout with Basic (M = 3.29±2.91) than withManual (M = 1.35±1.41,
Ħ = 0.029) and Automatic (M = 0.33±0.44, Ħ = 0.011). Manual
was also signi�cantly di�erent than Automatic (Ħ = 0.032) for No-
overlap. For Overlap, no signi�cant e�ect of techniqe was found
(Ć2 (2) = 4.95, Ħ = 0.084).

For Teleportations, we also used non-parametric tests. We �rst
aggregated the data by techniqe and a Friedman test revealed
a signi�cant e�ect of techniqe (Ć2 (2) = 19.50, Ħ < 0.0001).
Wilcoxon Signed Rank tests shown that participants teleported
signi�cantly more with Basic (M = 19.00±17.49) than with Manual
(M = 3.00± 0.85, Ħ = 0.0050) and Automatic (M = 3.53± 0.90,
Ħ = 0.0015). No signi�cant di�erence was found between Manual
andAutomatic. We then split the data by layout and ran a Friedman
test for each layout (see Figure 12). For both layouts, we had
similar results to that of the aggregated data, pointing out that
there was probably no interaction e�ect of techniqe×layout.

For the NASA-TLX questionnaires, we aggregated the data by
techniqe and did not detect a signi�cant e�ect of techniqe
(Ć2 (2) = 2.426, Ħ = 0.2974). We also aggregated the data by layout
and observed that the Overlap layout (M = 42.22±21.72) induced
a signi�cantly higher cognitive load than the No-overlap layout
(M = 38.75±19.76, Ħ = 0.0050). Further analysis on the data split
by layout revealed that a signi�cant higher cognitive load was
required with Automatic (M = 32.98±18.76) than with Manual
(M = 28.96±17.95, Ħ = 0.031) for the Overlap layout.

For the IPQ questionnaire (see Figure 13), a Friedman test re-
vealed a signi�cant e�ect of techniqe (Ć2 (2) = 19.63, Ħ < 0.0001).
Wilcoxon Signed Rank tests reported a signi�cantly better pres-
ence with Manual (M = 3.89±0.47, Ħ = 0.0025) and Automatic
(M = 4.80±0.53, Ħ = 0.0025) than with Basic (M = 4.75±0.69).

Finally, 11 out of 12 participants preferred Manual and Auto-
matic for both tasks over the Basic condition. For the No-overlap
layout, 6 out of 12 participants ranked Automatic as their favorite,
and 5 participants preferred Manual. For the Overlap layout, 6 out
of 12 participants preferred Manual, and 5 participants preferred
Automatic.
5.8 Discussion
The results provide evidence that the Manual and Automatic tech-
niques outperformed the Basic teleportation. In particular, partici-
pants completed the task signi�cantly faster when they were able
to choose the position of the future virtual workspace, compared to
the Basic teleportation. This supportsH1. It can be explained by the
fact that the participants could reach multiple virtual objects easily
with physical walking, avoiding unnecessary teleportations. It is
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Figure 13: Results from the IPQ questionnaire by tech-
niqe × layout. Error bars show 95% CI.

also con�rmed by the signi�cantly smaller number of teleportations
executed with Manual and Automatic compared to Basic.

In addition to the better performance, theManual and Automatic
techniques also resulted in higher sense of presence compared to
the Basic teleportation, according to the IPQ questionnaire. This
supportsH2. With Basic teleportation, since the user "cannot imag-
ine the accessible area" (P3) and "cannot determine if an object is
accessible" (P7), a larger number of warnings were triggered while
performing the task, compared toManual and Automatic. Excessive
warnings often lead the user to distrust the VR system and break
the immersion. For example, participants "feel fear" (P4) and were
"afraid to move" (P5) with Basic teleportation. The fact that the user
performs a more signi�cant number of teleportations and walks less
with the Basic teleportation is also detrimental to their immersion.

For the task with theNo-overlap layout, no signi�cant di�erences
in TCT were found betweenManual and Automatic, which does not
support H3. However, signi�cantly more warnings were detected
withManual condition than with Automatic. TheManual technique
requires the user to position the virtual workspace manually, and
they may sometimes make mistakes, e.g., not including all the tar-
get objects or putting the objects too close to the real workspace’s
limits. As a result, they trigger warnings when they try to access
these objects. But the user seems to be able to quickly reposition
the virtual workspace when facing issues with the Manual tech-
nique, which explains the non-signi�cant di�erences for TCT. Con-
sequently, both techniques are suitable in a virtual environment
with no-overlapping interaction areas. However, the Automatic
technique seems more appropriate in such a context since fewer
warnings are triggered, thus avoiding immersion breaks.

For the task with the Overlap layout, no signi�cant di�erences
in TCT were found between Manual and Automatic, which does
not support H4. However, while the task was signi�cantly faster
to achieve with Manual compared to Basic, similar results were not
reported for Automatic, suggesting that a small di�erence could
exist betweenManual andAutomatic. In addition, the score from the
NASA-TLX shown that Manual signi�cantly reduced the cognitive
load, compared to Automatic. As the virtual workspaces proposed
by the system can be numerous and overlapped each other, the user
sometimes has to pass through an intermediate virtual workspace to
reach the one behind, which can be time consuming and increase the
cognitive load. Users also felt "constrained" (P2, P7) as they needed
“to adapt to a previously de�ned position" (P5). Consequently, the

Manual technique seems more appropriate than the Automatic one
when the VE is crowded with many objects in the same area.

6 CONCLUSION
In this paper, we proposed and evaluated several techniques helping
a user to be aware of their future virtual workspace and manage
its position and orientation before the teleportation. Such tech-
niques are interesting to facilitate access to multiple virtual objects
through the user’s physical movements in their real workspace
without reaching its limits. To this aim, we investigated manual
and automatic techniques for positioning this virtual workspace.

A �rst experiment focused on manual positioning techniques.
It demonstrates that using an avatar to represent the user’s future
position in the virtual workspace reduces disorientation and thus
the time needed to locate targeted objects after teleportation. It also
shows that exocentric and egocentric techniques with an avatar
result in a close performance levels, but the egocentric technique
seems to be preferred by users. A second experiment compared
the egocentric manual technique with an avatar and an automatic
technique to a basic teleportation. The manual and automatic po-
sitioning techniques outperform the basic teleportation in terms
of e�ciency and immersion. Although these two positioning tech-
niques reach equivalent performances, each one seems to have its
advantages depending on the layout of the virtual environment.
Compared to the manual technique, the automatic one causes fewer
collisions with the real workspace limits in sparse virtual object
layouts, but it induces a higher cognitive load for crowded scenes.
In conclusion, this study demonstrates the bene�ts of the virtual
workspace positioning approaches over the basic teleportation.

The future work consists of enhancing the automatic technique
by adapting the clustering algorithm to obtain a good balance be-
tween the number of proposed virtual workspaces according to the
virtual scenario and the real workspace con�guration. Moreover,
further investigations are required to evaluate these techniques con-
sidering di�erent shapes and sizes of real workspaces, the density
of the interactive objects in the virtual environment, and the needs
of the VR applications. In addition, it remains unclear how the tech-
niques would perform in other VR scenarios or more cognitively
challenging situations, for example, in an exploration task where
the main goal is not purely to interact with objects. Depending on
user expectations, skills and experiences, the virtual workspace’s vi-
sual feedback could be automatically adjusted based on the amount
of the information contained in the scene [22] to avoid overloading
the user’s �eld of view and to �t virtual scenario needs. Finally,
the suitability of automatic techniques could be studied for spe-
ci�c scenarios that require a perfect match between the real and
virtual environments, for example, to provide tangibility to virtual
objects [16, 40, 46] or in collaborative co-located applications.
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Figure 1: Two virtual workspace positioning techniques to help co-located users to recover their spatial consistency after a
teleportation. The 3D volume framed in green represents the virtual representation in the VE of the user shared physical workspace.
While positioning this virtual workspace, the users can predict their future position and orientation after the teleportation by observing
their preview avatars (each user is represented by a distinct color). Left : Leader-and-Follower technique allows one of the users to
fully manipulate the position and orientation of the virtual workspace. The other user can only communicates their own requirements
for this manipulation. Right : Co-manipulation technique integrates the inputs from both of the users, allowing concurrent positioning.

ABSTRACT

In many collaborative virtual reality applications, co-located users
often have their relative position in the virtual environment matching
the one in the real world. The resulting spatial consistency facilitates
the co-manipulation of shared tangible props and enables the users
to have direct physical contact with each other. However, these
applications usually exclude their individual virtual navigation capa-
bility, such as teleportation, as it may break the spatial configuration
between the real and virtual world. As a result, the users can only
explore the virtual environment of approximately similar size and
shape compared to their physical workspace. Moreover, their in-
dividual tasks with unlimited virtual navigation capability, which
often take part in a continuous workflow of a complex collaborative
scenario, have to be removed due to this constraint. This work aims
to help overcome these limits by allowing users to recover spatial
consistency after individual teleportation in order to re-establish
their position in the current context of the collaborative task. We use
a virtual representation of the user’s shared physical workspace and
develop two different techniques to position it in the virtual environ-
ment. The first technique allows one user to fully position the virtual
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†e-mail: huyen.nguyen@universite-paris-saclay.fr
‡e-mail: nicolas.ladeveze@universite-paris-saclay.fr
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¶e-mail: patrick.bourdot@universite-paris-saclay.fr

workspace, and the second approach enables concurrent positioning
by equally integrating the input from all the users. We compared
these two techniques in a controlled experiment in a virtual assembly
task. The results show that allowing two users to manipulate the
workspace significantly reduced the time they spent negotiating the
position of the future workspace. However, the inevitable conflicts in
simultaneous co-manipulation were also a little confusing to them.

Index Terms: Human-centered computing—Human com-
puter interaction (HCI)—Interaction paradigms—Virtual reality;
Human-centered computing—Human computer interaction (HCI)—
Interaction paradigms—Collaborative interaction

1 INTRODUCTION

Computer-supported collaborative work (CSCW) tools have been
widely deployed in diverse fields such as industrial training, data
exploration, product design, and entertainment, to name a few, to
allow a group of users to communicate, interact with each other, and
coordinate their activities to solve collaborative tasks. According
to the collaborators’ geographical location and whether the collab-
oration is performing simultaneously, the group interaction can be
categorized according to a time/location matrix [13]. In this matrix,
different group interactions can be distinguished as same-time (syn-
chronous) and/or different-time (asynchronous) interactions, as well
as same-location (co-located) and/or different-location (remote) in-
teractions. This paper investigates co-located synchronous teamwork
using head-mounted displays (HMDs), where multiple users share
the same physical tracked space while immersing in a collaborative
virtual environment (CVE).

In many collaborative virtual reality (VR) applications, the users’

1
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relative position in the virtual environment (VE) matches their po-
sition in the real world. In this situation, the spatial consistency
between the real (physical) and virtual environment enriches the VR
experience by allowing, for example, a direct physical interaction
between users [25] as well as the integration of shared tangible props
in the scene [3,11,29]. However, this one-to-one mapping also limits
the users’ accessible area in the VE, and they can only explore the
VE whose size is similar to the size of the physical workspace.

Teleportation is a widely used navigation technique that allows
the users to explore a virtual space that is larger than their physical
workspace while minimizing simulator sickness [15, 19, 36]. How-
ever, for the co-located users equipped with HMDs, after individual
teleportation, the spatial relationship of their avatars in the virtual en-
vironment often differs from their counterpart in the real world. This
position offset, also referred to as spatial desynchronization [23],
makes the interaction that relies on the one-to-one mapping of the
real and virtual workspace impossible. The lack of awareness of
the position of other users in the real world increases the risk of
collisions between them. In addition, they can only hear each other’s
voice from their position in the real world rather than their avatar’s
position. The dual-presence of the real and virtual audio stimuli
generates perceptual conflicts and can greatly impact the user’s task
performance [10].

In this context, our work aims to overcome these limits by helping
the users to recover the spatial consistency after individual telepor-
tation. Such spatial consistency recovery techniques are useful in
many scenarios, especially for complex workflows involving individ-
ual sub-tasks as well as collaborative sub-tasks (which specifically
require spatial consistency). This is typically the case for complex
virtual assembly simulations, where the users often have to perform
a continuous virtual activity including individual and collaborative
sub-tasks at different times, depending on the actual operation at
hand. For example, during the assembly task, they can first navigate
individually to different warehouses to obtain mechanical pieces. If
the spatial consistency can be restored in the following collaborative
phase when they come back to a shared space, they can then walk
freely within this area and interact directly with each other without
having any perceptual conflicts. Besides, shared tangible objects
can also be integrated into the assembly task to coordinate the users’
movement and provide them with additional passive haptic feedback.

In our approach, we deploy a virtual representation of the users’
shared physical workspace in the VE. They can position such the
virtual workspace in the VE while taking into consideration the
requirements of their subsequent collaborative task. This step thus
facilitates the recovery of the spatial consistency after teleporting
inside it. We develop two techniques to allow the users to define
the virtual workspace’s position and orientation. In the scenario of
two co-located users, the first technique enables one of the users
to control the virtual workspace in the VE, while the other have
to communicate their needs with verbal suggestions or other com-
munication cues. The second technique integrates all of the users’
inputs equally, thus enabling simultaneous positioning of the virtual
workspace. Inspired by the virtual assembly task given as an ex-
ample above, we envisioned a collaborative virtual riveting task to
investigate the performance of these two techniques. The recovered
spatial consistency allows the users to have direct physical contact
to perform riveting, providing passive haptic feedback during the
collaborative task. From the results of the controlled experiment, we
derived some usability guidelines for such techniques.

The contributions of this work are:

1. The design of two interactive techniques that allow the users
to recover a shared spatial consistency after individual navi-
gation tasks to facilitate collaborative and tangible interaction
between them. We intentionally developed two techniques
that involve opposite types of collaboration in order to com-
pare them: Co-manipulation is symmetric, while Leader &

Follower is asymmetric.

2. Empirical results on participants’ performance and preference
when using these two techniques on a task alternating individ-
ual and collaborative sub-tasks.

3. An actual scenario demonstrating how recovering the spatial
consistency can be useful for a collaborative VR task.

2 RELATED WORK

Many collaborative VR application designs rely on a one-to-one
mapping between the users’ relative positions and rotations in the
real and virtual environment. The spatial consistency provided by
such mapping enables the possibility of introducing a tangible in-
terface to the co-located users. Indeed, the blended real and virtual
environment enriches the users’ virtual experience and overcomes
the lack of tactile feedback of VR, contributing to a higher sense
of presence [21]. For example, a shared prop can be integrated in
a virtual windshield [30] or a virtual car hood [3] assembly task to
coordinate the users’ co-manipulation. In addition, the spatial consis-
tency between the real and virtual workspace allows the co-located
users to interact directly with each other without going through an
intermediary step, such as a handshake between them [25]. Finally,
under the spatial consistency condition, the users’ position in the
real world is the same as in the VE, which helps to prevent possible
collisions during real walking. Moreover, since the sound coming
for the users matches with their virtual avatars’ location, there is
no perceptual conflict regarding the 3D spacial sound and thus the
spatial information can be implicitly communicated as if it was in
the real world.

One of the major drawbacks in the one-to-one mapping required
by such applications is that it limits the size of the virtual environ-
ment to the same size of the users’ physical workspace. It also
constricts the use of virtual navigation since their individual naviga-
tion capabilities can break spatial consistency. One possible solution
to avoid spatial desynchronization is to consider the co-located users
as a group and allow them to virtually navigate as a single entity.

The physical workspace shared by the users can be embedded
in the CVE by incorporating a virtual representation of the real
environment into the virtual world. For example, 3DM [9] deploys a
magic carpet to represent the tracking space. In addition, the user’s
physical workspace can be incorporated into the virtual environment
by being imagined as a virtual vehicle [7] or a virtual cabin [14]. By
manipulating such a virtual representation, the users can therefore
navigate in the VE while preserving their spatial relationship. For
example, C1x6 [22] allows co-located users to navigate inside a
virtual vehicle as a group. The users can pilot the vehicle using a
shared stationary 3D tracking sphere within the physical workspace.
More recently, Multi-Ray jumping [35] allows co-located users to
teleport as a group while maintaining their spatial offset during
the navigation. When the navigator specifies a target teleportation
position using a ray, the corresponding position of the passenger is
computed and communicated using a second ray.

Group navigation during a continuous VR experience has its lim-
its and is sometimes unnecessary. In cluttered or confined virtual
environments, such as corridors, users often collide with or find
themselves inside virtual objects in order to maintain spatial rela-
tionships among the group. To solve this problem, the previous
study of Beck et al. [5] propose automatically moving users close to
each other when they go through a narrow place and recovering the
spatial consistency configuration after reaching a collision-free state.
However, this approach causes short-term spatial desynchronization
and induces users discomfort depending on their shifted offset to
the open passage. Moreover, group navigation limits users’ individ-
ual activities for loosely coupled collaboration stages, for example,
individual object searching before the collaborative assembly task
described in [10]. Therefore, it is crucial to preserve users’ indi-
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vidual virtual navigation capabilities and help them recover spatial
consistency in some areas of the VE when the need arises.

To meet these criteria, Min et al. [25] propose a recovery algo-
rithm to adjust users’ relative position and orientation in the virtual
and physical world until they become aligned. The co-located users
can use redirected walking technology independently to explore a
VE larger than their physical workspace. When the spatial consis-
tency is required to perform direct physical interaction in the VE,
the users can trigger the recovery algorithm to achieve the recovered
state. As the most natural method for traveling in a VE, walking can
help the users better understand the size of VE by providing them
with vestibular cues [8]. However, redirected walking technology
usually requires a physical workspace larger than 6m × 6m [4],
which is difficult to meet for many VR systems, especially the ones
using HMDs. In addition, long physical walk may tire users after a
certain time. Consequently, such solutions are not always suitable
for large scale individual navigation in any VR systems.

In a single-user context, some previous works explore how to
recover a spatial consistency between the real workspace and its
virtual counterpart after large scale virtual navigation. They allow
a user to teleport themself in a predefined virtual workspace max-
imizing their usable real space [39] or to choose the position and
orientation of their future virtual workspace when they need to adapt
the placement of their real space in the virtual environment [40].
However, these solutions are designed for a single user and cannot
manage the spatial constraints of multiple users.

Inspired by these approaches, we extend them to the collaborative
context by allowing users to customize their shared workspace posi-
tion and orientation before teleportation while recovering a spatial
consistency between them. We proposed in this paper two recov-
ery techniques that enable individual virtual navigation and recover
spatial consistency within user-defined areas when necessary for the
subsequent collaborative interactions.

3 SPATIAL CONSISTENCY RECOVERY TECHNIQUES

In this section, we will detail the design and implementation of
the two interactive techniques to recover spatial consistency in a
co-located collaboration using HMDs. These recovery techniques
incorporate a virtual representation of the physical workspace of
co-located users in the VE. This representation is comparable to
the one used for a single user in previous studies [39, 40], except
that it handles multiple users. This virtual workspace representation
includes a 3D volume with the same shape and size as the real
workspace shared by the co-located users. In addition, we present the
current group configuration by adding preview avatars [34,35] in the
3D volume to directly show how each user will be positioned after
teleportation. These avatars have different colors that correspond to
the users’ avatar colors in the VE.

By positioning the virtual workspace in the VE, users can define
an area to recover spatial consistency regarding different scenarios
and tasks. As collaborative interaction in the VE can be symmetric
or asymmetric, we propose two different strategies to allow users
to control the position and orientation of the virtual workspace:
Leader and Follower and Co-manipulation techniques. Both of the
techniques will be described for a pair of co-located collaborators
but they can be extended to a bigger teamwork.

3.1 Leader and Follower Technique

Our first technique allows one of the users (named the leader) to
position the virtual workspace, while the other user (named the
follower) can only communicate verbally to the leader their require-
ments (see Figure 2). When approaching an area that requires spatial
consistency for performing collaborative tasks, the leader can press
the HTC Vive controller’s touch-pad to trigger the control of the
virtual workspace. It displays the virtual workspace for both users.

Figure 2: Leader and Follower technique: the leader controls the posi-
tion and orientation of the virtual workspace and once it is configured,
the follower can teleport directly into this space to recover the spatial
consistency. The users can observe their future position within this
workspace by looking at their preview avatars.

The intersection point between a virtual ray and the virtual ground
determines the future position of the leader.

Based on this position and the actual spatial relationship be-
tween both users in the real world, the future position of the virtual
workspace with the follower’s position inside is computed. The
leader can also rotate the virtual workspace around the vertical axis
of their preview avatar by sliding their finger in a circle on the touch-
pad with a one-to-one mapping. This design aims to help users
better anticipate the virtual workspace configuration after teleporta-
tion by providing them with egocentric cues, as it rotates the virtual
workspace around the user’s future position. Our motivation is to
leverage some generic study results which emphasise that egocentric
cues can help users gather self-relevant information and estimate
distances more accurately [24]. This choice is also encouraged by
the result of a previous single-user virtual workspace positioning
study, where we found that users preferred the egocentric design to
the situation where the virtual workspace and the user’s avatar are
rotated as a whole unit [40].

The virtual workspace and the virtual ray controlled by the leader
are always visible to the follower during the manipulation (see
Figure 1 left). Consequently, even if the follower cannot take action,
they can still communicate with their leader about the positioning
of the virtual workspace. Once the future position of the virtual
workspace is satisfactory to both of them, the leader can release the
touch-pad to end the manipulation.

The leader is then teleported to this newly positioned workspace.
The follower can use their ray to select the leader-defined vir-
tual workspace and releases the touch-pad to teleport inside that
workspace. The spatial consistency between users is thus restored.
Instead of having the leader teleporting the two users at the same
time, this process is split into two steps to avoid unwanted teleporta-
tion of the follower which can create frustration and disorientation.

3.2 Co-manipulation Technique
Unlike the first technique in which only one user (the leader) can
position the virtual workspace, our second approach allows both
users to simultaneously control the virtual workspace representation
in the VE (see Figure 3). To achieve this goal, we considered
different interaction techniques which have been proposed in the
literature to enable multiple users to simultaneously manipulate a
shared object. Indeed, collaborative object manipulation is one of
the most important interaction tasks in CVE. One plausible solution
is to average the translation and rotation of the user movements to
obtain the final movement of the shared object [2, 16, 17, 29, 31].
In addition, the user input can be asymmetrically integrated by
assigning different degree-of-freedom (DOF) control of the shared
object to the users [3, 26].

In the context of teleportation, the users define a remote targeted

3

selected publications 151



This is the author’s version of the work. Not for redistribution. The definitive version is published in 2022 IEEE VR Conference.

Figure 3: Co-manipulate technique from the front view: the two users
will concurrently manipulate the workspace using a bending ray.

point using a pointing technique. To avoid introducing additional
inputs, we propose a novel interaction technique that allows users
to move and rotate the virtual workspace representation together
based on the translation motion of targeted points on the virtual
ground. In order to pull the virtual workspace towards users’ desired
configuration, we consider that the user-defined targeted positions
and the users’ preview avatars are connected by a mass-spring-
damper system (see Figure 4). Similar physically-based approaches
have been used to produce realistic virtual object grasping [6] or
simulate collision during object manipulation [18].

Figure 4: Co-manipulate technique from the top view: the position and
orientation of the workspace are calculated from a physically-based
approach using a mass-spring-damper system.

At each time step, the translational force coming from each user
is first computed. If we assume that U1 and U2 are users’ preview
avatar positions inside the virtual workspace, P1 and P2 are the
targeted positions defined by the users, then the force coming from
User 1 and User 2 is computed as follows:

F⃗1 = k · (P1 −U1)+b ·V⃗p1 (1)

F⃗2 = k · (P2 −U2)+b ·V⃗p2 (2)

F⃗ = F⃗1 + F⃗2 (3)

where k and b are respectively the spring and damper coefficients,
V⃗p1 and V⃗p2 are the velocity of the targeted point for User 1 and User
2, respectively. The spring and damper coefficients were empirically
set to 3.14N/m and 9.85N.s/m to maintain the critical damping of
the system. Finally, we symmetrically integrate the user input by
adding up the forces that come from both of them (Equation 3) and
applying the total force to the point O, the center of gravity of the
virtual workspace.

To allow the users to simultaneously control the virtual workspace
rotation, we sum the torque coming from each user using the follow-
ing formula:

T⃗ = U⃗1O × F⃗1 +U⃗2O × F⃗2 (4)

where the U⃗1O and U⃗2O are the vectors from the point U1 and U2 to
the center of gravity of the virtual workspace, respectively.

Providing the users with appropriate feedback to show the current
state of the shared object’s position and orientation is critical in
a collaborative manipulation task. Inspired by the Bent Pick Ray
technique [27], we use a similar bending ray to continuously inform
users about their mutual actions during the whole co-manipulation
of the virtual workspace (see Figure 4). The curved ray starts at
each user’s virtual hand position (A1 or A2) and ends at the position
of their preview avatar (U1 or U2). The user-defined targeted des-
tinations (P1 or P2) serve as an additional control point to define a
Bézier curve of the 2nd degree (i.e., parabolic curve segment). The
deformation of the curved ray indicates the direction and intensity
of the user’s drag on the virtual workspace.

The users can press the HTC Vive controller’s touch-pad to dis-
play the virtual ray. The system computes the distance between
two targeted points defined by the users. The co-manipulation of
the virtual workspace is triggered when this distance is smaller
than a specific value (e.g., the length of the diagonal of the virtual
workspace). This threshold is set to avoid the situation when one user
wants to perform simple individual teleportation and accidentally
activates the co-manipulation mode of the virtual workspace. As a
first prototype, we implemented a simple approach to end the users’
co-manipulation. When reaching an agreement on the configuration
of the virtual workspace, either of them can end the co-manipulation
by releasing the touch-pad. They will then be teleported into the
newly defined workspace, and the spatial relationship between them
will thus be recovered. However, by giving both users the ability to
end the co-manipulation on their own, there is a risk that users can
accidentally trigger this process due to misunderstandings in com-
munication. In future studies, this design could be improved using
some alternative solutions, such as locking the virtual workspace
manipulation when one of the users is satisfied with the current
configuration and waiting for the confirmation from the other.

Finally, if users want to stop the co-manipulation and return
to the basic individual teleportation state, they can intentionally
increase the distance between the two targeted points and exceed
the predefined threshold. The threshold values used for starting and
stopping the co-manipulation can be parameterized. For example,
the stopping value can be greater than the starting one to allow
users to manipulate the virtual workspace over a broader range.
In addition, an additional threshold can be set between these two
values. For example, when the distance between the two separate
target points is about to reach this threshold, the curved rays will turn
red, informing users in advance that the co-manipulation is about to
end and that the virtual workspace is about to disappear.

4 USER STUDY

We conducted a controlled experiment to compare the two spatial
consistency recovery techniques presented in the previous section.
We did not compare these two techniques with a baseline condition
with which the users have to perform individual teleportation without
any assistance to recover the spatial consistency. This is because,
for such a baseline condition, it is nearly impossible for the users to
recover their spatial consistency without removing their HMDs from
time to time, verifying their spatial relationship in the real world,
and applying it to the virtual world.

In this experiment, we set up a virtual riveting task in which the co-
located participants were asked first to complete an individual task
and then return to a designated area to achieve together the riveting of
a helicopter shell. Participants had to position the virtual workspace
representation according to the current riveting task location. The
restored spatial consistency inside the newly defined workspace
allows participants to interact directly with each other during the
riveting process.

The experiment followed a within-subject design and assessed

4

selected publications 152



This is the author’s version of the work. Not for redistribution. The definitive version is published in 2022 IEEE VR Conference.

two TECHNIQUEs, i.e., Leader-and-Follower and Co-manipulation
described in Section 3 (see Figure 1). The experimental protocol has
been approved by the ethics committee of the university.

4.1 Hypotheses
We assumed that Co-manipulation would help users to better po-
sition the workspace as their intention can be directly conveyed
by the manipulation of the virtual workspace, and thus avoiding
possible misunderstandings that can occur during the verbal com-
munication in Leader-and-Follower. Moreover, we expected to find
a power imbalance in the negotiation between the participants and
differences in their respective contribution to the task in the Leader-
and-Follower as it implies an asymmetric role assignment in the
virtual workspace positioning process. Therefore, the following
hypothesises are formulated:

H1 Leader-and-Follower will require more time to discuss and
negotiate the future workspace position compared to Co-
manipulation.

H2 Co-manipulation will induce better workspace positioning re-
sulting in a better performance for the riveting task.

H3 Leader-and-Follower will be more challenging for the leader.

4.2 Participants
We recruited 24 participants, aged between 21 and 50 (M = 27.27±
5.51), with normal or corrected-to-normal vision. 12 pairs were
formed at the time of recruitment resulting in 8 male-male and 4
female-male groups. 18 out of 24 participants had previous VR
experience and 10 of them rated their everyday usage of HMDs as
very low.

4.3 Experiment setup
The VR setup includes two HTC Vive Pro Eye headsets [1]. The
outside-in tracking supported by the HTC Vive Lighthouse Tracking
System enables tracking of co-located users when one user is out
of sight of another (for example, when one user is behind another),
ensuring the safety of the user. The two workstations controlling the
headsets are connected via a local network, and the tracking spaces
of the two users are aligned to a common coordinate system by a
calibration procedure [37]. User inputs were obtained through the
two Vive handheld controllers that were used for each user. The
experiment room supported a 3m × 4m tracking area. The virtual
environment was rendered using Unity (released 2019.4.21) with
a resolution of 1440 × 1600 pixels per eye at 90 Hz. The average
time from sending a message from one headset until the reception
was measured at 5ms.

4.4 Experiment task
Before the experiment, each participant of a pair was asked to walk
to their respective starting points presented by dashed circles on the
virtual floor. Each participant was equipped with two controllers,
one for teleportation and another for the riveting task. The latter was
presented in the VE as a hammer or a riveting pliers, depending on
the participant’s role. Each participant first performed an individual
task to prepare the team riveting task. As illustrated in Figure 5, the
participant with the hammer had to teleport close to the charging
station to charge the hammer, while the other participant needed to
teleport near a shelf to grab the rivets with the riveting pliers. To
ensure the safety of the participants during the individual navigation
phase towards the charging station and the shelf, warning signs
appeared in their field of view with alarm sounds when they reached
the limit of their physical working space, or stayed too close to each
other and were about to collide [12, 23, 33]. After the participants
finished their own individual tasks, they returned to the team riveting
area indicated by the yellow frame on the ground. Then, participants

Figure 5: Top view of the VE implemented for the user study: a
riveting area (including semi-transparent spheres presenting three
predetermined riveting positions) as the shared working area, and
two separate areas (including the charging station and the shelf) for
individuals tasks.

had to position their virtual workspace to enclose three riveting
positions required by the collaborative task.

Individual criteria for the future virtual workspace position were
provided differently to the participants: one participant was informed
of a part of the required riveting positions, while the other was
informed of the remaining positions. Such design is based on the
fact that each worker may have a different sequence workflow in an
actual riveting process according to their expertise and preference. In
addition, the negotiation is encouraged during the virtual workspace
positioning stage to mitigate the imbalance of control in Leader-and-
Follower condition.

The predetermined riveting positions were enclosed in a semi-
transparent sphere (d = 0.8m) and displayed to the participants.
There were three spheres in total in each operation and each sphere
includes two riveting points. Each user was randomly assigned to
see one or two of the three spheres either in red or blue. For example,
in the case shown in Figure 5, one user can see the two spheres in
red, while the other can see the remaining one in blue. To help
the participants better determine the position and orientation of the
virtual workspace, the color of the sphere is darkened when it is
completely enclosed by the workspace.

After the participants configured the position and orientation of
the virtual workspace and arrived at this newly positioned workspace
with a recovered spatial consistency, the team riveting task began.
The participant with the riveting pliers had to place the rivet in the
drilled hole of the helicopter shelf, while the other completed the
riveting by tapping the end of the rivet with the hammer. The rivet
end and the hammer were respectively mapped to the upper area
of the controllers held by the participants. As a result, they could
feel the hit as they hammered the rivet, which provided them with
passive haptic feedback for the collaborative riveting (see Figure 6).
When the two riveting points inside one sphere were filled, the color
of this sphere faded to gray, prompting the participants to walk to
the next riveting position. During the team riveting, since the users’
positions in the real world are the same as their avatars’ in the VE,
the warning signs were only triggered when the users reached the
limit of their physical workspace.
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Figure 6: The collaborative riveting task requires that the two con-
trollers of the users (which are displayed as a hammer or a riveting
pliers depending on the role of the user) come into direct contact to
perform the riveting. The users can feel the hit when hammering the
rivet, which provides them passive haptic feedback for the collabora-
tive task. Left : bird-eye view of the virtual environment. Right : view of
the shared real environment.

Figure 7: The six optimal virtual workspace positions for the six
variations the riveting task. These variations included three types of
rotations (0°, 45°, 90°) and different riveting positions.

Based on the size of the physical workspace and the riveting area,
the co-manipulation starting and stopping values are set to 3m and
10m, respectively, and the stopping warning threshold was set to 8m.

4.5 Procedure
After arriving at the laboratory, each pair of participants received
instructions on the task, signed an informed consent form, and
filled out a demographic questionnaire. In each session, participants
tried two conditions (techniques), a first one then the other as two
sub-sessions, each sub-session including a set of trials. The order
of presentation of the conditions was counterbalanced among the
participants. At the beginning of each condition, the participants
received a training trial. During this training, the experimenter was
allowed to answer the participants’ questions, if any. Then, the
participants completed six trials in a randomized order with different
targeted riveting positions, resulting in six optimal virtual workspace
positions with three different rotations (0°, 45°, 90°), as illustrated in
Figure 7. Participants filled out a questionnaire after each technique.
At the end of the experiment, participants ranked the two techniques
according to their preferences. The whole experiment lasted about
45 minutes, and the total VR exposure time was about 30 minutes
on average.

4.6 Data collection
We registered 144 trials: 2 TECHNIQUEs × 6 repetitions × 12 pairs.
For each trial, we logged the following measures:

• Task Completion Time (TCT) is the total time spent by the

Figure 8: Mean TCT (left) and workspace positioning time (right) by
technique. Error bars show 95% confidence intervals (CI)

participants completing one trial. Measurements began at the
start of the individual task and ended when the six rivets were
installed.

• Workspace positioning time is the time spent by the participants
positioning the virtual workspace. The measurement started
when both participants entered the riveting area and ended
when they teleported inside the newly defined workspace
(by releasing the touch-pad of their controller). For each of
these measurements, we summed the values if more than one
workspace positioning operation was required during the trial.

• Riveting time is the time spent by the participants completing
the riveting task. The measurement began when the partic-
ipants were first teleported into the shared workspace and
continued until all six rivet placements were completed.

• Number of positions is the number of times the participants
positioned the virtual workspace in one trial to complete the
installation of the six rivets.

• Number of warnings is the number of the warnings triggered by
the participants due to a collision with the workspace borders
during the team riveting.

We used the NASA-TLX questionnaire [20] to assess the cogni-
tive task load. Participants were also asked to evaluate their leader-
ship (“Who was the leader, you or your partner?”), contribution (“To
what extent did you and your partner contribute to positioning the
workspace?”), and talkativeness (“Who talked the most, you or your
partner?”). Several previous studies have used similar questions to
investigate leadership in collaborative tasks [32, 38]. Criteria were
graded on a 21-point scale and later converted to a 100-point score.

4.7 Statistical results

We averaged the 6 repetitions of each technique to minimize the
noise in the data. All statistical analyses were performed in R with a
significance level of α = 0.05 for all tests. Means (M) are reported
with standard deviations.

For TCT (see Figure 8, left), we used Shapiro-Wilk test and QQ
plots to analyze data normality. The data did not conform to normal
distribution, so we applied a log transformation to it following the
statistical recommendations [28] (p.316). The Kolmogorov’s D-test
then showed its goodness-of-fit to the log-normal distribution. We
thus ran the analysis using the log-transform of TCT. The paired
sample t-test revealed that the participants achieved the task sig-
nificantly faster with Co-manipulation (M = 90.90s±17.95s)) than
with Leader-and-Follower (M = 112.81s±34.00s, p = 0.037) with
an effect size of 0.57.
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Regarding workspace positioning time (see Figure 8, right), we
followed the same analysis procedure as applied to TCT and ob-
served a significant difference of TECHNIQUEs in the paired samples
t-test (p = 0.008) with a large effect size of 0.81. It was shown
that the participants spent significantly longer time positioning the
workspace with Leader-and-Follower (M = 68.70s±28.46s) than
with Co-manipulation (M = 44.74s±15.87s)).

Concerning riveting time (see Figure 9, left), a paired sample
t-test was used as the data was normally distributed. We did not find
any significant difference between Co-manipulation (M = 29.48s±
5.58s)) and Leader-and-Follower (M = 35.66s±11.59s, p = 0.075).

For number of positions (see Figure 9, right), we used a
non-parametric test in conformity with the nature of count data.
Wilcoxon signed-rank test revealed that the participants positioned
the workspace significantly more often with Leader-and-Follower
(M = 1.22±0.32) than with Co-manipulation (M = 1.04±0.10), p
= 0.025) with an effect size of 0.74.

For number of warnings (see Figure 10, left), we used a non-
parametric test for post-hoc analysis in conformity with this type
of data. Wilcoxon signed-rank test showed that the participants
detected significantly more the warnings with Leader-and-Follower
(M = 0.85±0.50) than with Co-manipulation (M = 0.58±0.46), p
= 0.034) with an effect size of 0.55.

Regarding the subjective questionnaire, we used non-parametric
Wilcoxon signed-rank tests for post-hoc analysis. For NASA-
TLX score, we did not find any significant difference on cogni-
tive task load between Leader-and-Follower (M = 43.09±12.32)
and Co-manipulation (M = 42.47±11.75), p = 0.99). In Leader-
and-Follower, no significant differences in talkativeness were found
among participants in the leader role (M = 42.92±16.71) and fol-
lower role (M = 48.33±18.50), p = 0.506). Leaders (M = 50.00±
11.48) were also found to have no significant differences in the level
of contribution as followers (M = 52.50±5.84, p = 0.792). However,
we detected an imbalance of leadership in Leader-and-Follower con-
dition, with higher value for leaders (M = 40.00±14.61) compared
to followers (M = 57.92±17.64), p = 0.015) with a large effect size
of 1.11. Finally, 14 out of 24 participants preferred Co-manipulation
over Leader-and-Follower. However, this result was not statisti-
cally significant according to the Binomial test (p = 0.541). Six
participants out of 10 who preferred Leader-and-Follower took a
leadership role in the experiment.

4.8 Discussion
The results provide evidence that Co-manipulation was more effi-
cient than the Leader-and-Follower for workspace positioning. In
Co-manipulation, the participants spent significantly less time on
completing the task. In particular, the time used for negotiation and
positioning the workspace was significantly decreased when both

Figure 9: Mean riveting time (left) and number of positions (right) by
technique. Error bars show 95% CI.

Figure 10: Mean number of warnings by technique. Error bars show
95% CI.

participants were able to manipulate the workspace, compared to
the Leader-and-Follower. It therefore supports H1. This can be ex-
plained by the fact that each participant could adjust the position of
the workspace according to the individual criteria provided to them.
Besides, participants’ desired positions and intentions could be com-
municated implicitly through the manipulation of the workspace.
In the Leader-and-Follower, communicating the desired positions
could be difficult, and we observed three different approaches that
the participants used to achieve this. The participants could either
(i) teleport themselves close to the required riveting point, (ii) use a
ray to point to the target position, or (iii) use a virtual object (e.g.,
helicopter or avatar) as a reference to verbally describe its position.
However, the use of additional teleportation or pointing, as well
as the potential misunderstandings that could arise from the verbal
communication, resulted in the need to use more time to exchange
the information on riveting positions between the participants.

Contrary to our expectations, we were not able to find any signifi-
cant difference between Co-manipulation and Leader-and-Follower
in terms of riveting time, which does not support H2. However, we
found that the participants triggered significantly more warnings and
executed a significantly larger number of workspace positioning op-
erations in Leader-and-Follower during the riveting process. Indeed,
the accuracy of the workspace positioning affects the performance of
the subsequent riveting tasks. If the user-defined workspace does not
include all the required rivet positions, warnings will be triggered
when users attempt to access a rivet outside the workspace. The
virtual workspace then needs to be re-positioned to complete the
task. Therefore, some minor accuracy differences may still exist
between these two techniques.

Participants agreed that it was the leader who directed the
workspace positioning in Leader-and-Follower. However, no sig-
nificant difference in levels of verbal activity and contribution was
found, which rejects H3. This can be explained by the fact that
the individual position criteria were provided to the follower, which
required them to actively join the workspace positioning task. We
also did not detect any significant difference between Leader-and-
Follower and Co-manipulation for cognitive task load. Although
the Co-manipulation can be more efficient, a few participants also
felt “out of control” (P4) in such a condition as the simultaneous ma-
nipulation inevitably produced “conflicts” (P11) during the virtual
workspace positioning. This may also explain why a large number
of participants, especially those in the leader role, preferred to use
the Leader-and-Follower technique.

According to the participants’ self-evaluation of their VR expe-
rience, the 12 pairs consisted of three novice-novice groups, four
expert-novice groups and five expert-expert groups. In the Co-
manipulation condition, the expert-expert groups (M = 80.39s±
11.81s) outperformed the expert-novice groups (M = 98.92s±
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24.79s) and the novice-novice groups (M = 97.94s±9.77s) with
less average task completion time. However, the same result was not
found in the Leader-and-Follower condition, as the expert-expert
groups (M = 121.88s±45.68s) needed more time to complete the
task than the two other groups (M = 106.80s±29.34s for expert-
novice groups and M = 105.71s±7.56s for novice-novice groups).
It is difficult to draw formal conclusions based on such a limited
number of pairs by groups, and further studies are needed. How-
ever, several explanations are still worth discussing. One is that the
Leader-and-Follower technique could rely more on the approach the
users use to achieve spatial information exchange than on their level
of VR experience. Another is that when both users are experts, it is
possible that the follower may not accept their status and therefore
may challenge the leader’s decisions more frequently, thus increas-
ing the execution time (i.e., the follower has their own understanding
of workspace management due to their VR expertise and would like
to act as a leader).

5 CONCLUSION

This paper proposes and evaluates two interactive techniques that
allow two co-located users to recover spatial consistency between
their real and virtual workspace after individual teleportation. These
recovery techniques use a virtual representation of the users’ shared
physical workspace in the VE. The Leader-and-Follower technique
allows only one user to position the virtual workspace, while the
Co-manipulation enables both of them to manipulate the virtual
workspace at the same time. The recovered spatial consistency al-
lows the users to access surrounding virtual objects through physical
movements, enables direct physical interaction between them, and
avoids the perceptual conflicts of dual presence of the users and their
avatars in the virtual scene.

We conducted a controlled experiment to evaluate the perfor-
mance of the two techniques in a collaborative virtual riveting task.
The results showed that the positioning of the virtual workspace can
be significantly faster with Co-manipulation than with Leader-and-
Follower. In Co-manipulation, users’ intents can be directly commu-
nicated by manipulating their future virtual workspace, shortening
the time it takes to communicate its correct position and allowing
an efficient subsequent collaborative task. In addition, significantly
more attempts to reposition the virtual workspace and more warnings
given when the users collided with the workspace borders during the
collaborative task were measured in Leader-and-Follower. However,
despite a better performance of the Co-manipulation, it also intro-
duces conflicts in the way to position the virtual workspace. More-
over, it is sometimes difficult for users to understand their impact
on controlling the final position and orientation of the workspace
during the co-manipulation.

Nevertheless, Leader-and-Follower may be a relevant technique
to reach spatial consistency when one of the users is well aware
of all the requirements of the subsequent collaborative tasks. For
example, in training or education application, the trainer may be
responsible for placing the workspace to include all the required
training contents for the following tasks. Moreover, this technique
can also be applied for asynchronous collaborative interaction. In a
collaborative system that uses tangible interaction, a user can define
a workspace and leave a tangible prop in it. When other users arrive
at the scene, they can continue to use that same prop within the
workspace configured by the previous user. However, these two
techniques should be further improved when a physical prop is used
in the workspace. When recovering the spatial consistency between
the users’ real workspace and the virtual workspaces, the physical
object must be paired with its virtual counterpart to allow the users
to touch it when reaching. The physical object thus adds more
constraints to the possible positioning of virtual workspace in the
VE, even imposing a unique positioning solution.

Both of these techniques can be extended to collaborative tasks

involving more than two users. However, the increasing number of
users brings more conflicts and difficulties to concurrent manipula-
tion. Therefore, further investigation is necessary to determine which
technique is more appropriate for different numbers of users and in
various collaboration scenarios. Moreover, different spring-damper
values can be tested in the co-manipulation condition, giving users
unbalanced control over the positioning of the virtual workspace
and generating an alternative in-between the co-manipulation and
the leader-follower approach. It could be thus interesting to inves-
tigate the impact of this asymmetric strategy on users during the
collaborative virtual workspace positioning in some future studies.

Finally, these spatial consistency recovery techniques can also
be used in some AR training applications. When using these AR
setups, the user can see and hear other users in the real world from a
different position and orientation than their avatars after individual
virtual navigation, which can be confusing. Our techniques can
solve this spatial desynchronization issue and correct the position
and orientation mapping of the users for the collaboration phase.

ACKNOWLEDGMENTS

This work was supported by French government funding managed by
the National Research Agency under the Investments for the Future
program (PIA) with the grant ANR-21-ESRE-0030 (CONTINUUM
project).

REFERENCES

[1] HTC Vive Pro Eye. https://business.vive.com/fr/product/
vive-pro-eye-office/. Accessed: 2022-01-05.

[2] L. Aguerreche, T. Duval, and A. Lécuyer. Short paper: 3-hand manipu-
lation of virtual objects. In JVRC 2009, pp. 4–p, 2009.

[3] L. Aguerreche, T. Duval, and A. Lécuyer. Comparison of three inter-
active techniques for collaborative manipulation of objects in virtual
reality. In CGI 2010 (Computer Graphics International), 2010.

[4] M. Azmandian, T. Grechkin, M. T. Bolas, and E. A. Suma. Physical
space requirements for redirected walking: How size and shape affect
performance. In ICAT-EGVE, pp. 93–100, 2015.

[5] S. Beck, A. Kunert, A. Kulik, and B. Froehlich. Immersive group-to-
group telepresence. IEEE Transactions on Visualization and Computer
Graphics, 19(4):616–625, 2013.

[6] C. W. Borst and A. P. Indugula. Realistic virtual grasping. In IEEE
Proceedings. VR 2005. Virtual Reality, 2005., pp. 91–98. IEEE, 2005.

[7] P. Bourdot and D. Touraine. Polyvalent display framework to con-
trol virtual navigations by 6dof tracking. In Virtual Reality, 2002.
Proceedings. IEEE, pp. 277–278. IEEE, 2002.

[8] D. Bowman, E. Kruijff, J. J. LaViola Jr, and I. P. Poupyrev. 3D User
interfaces: theory and practice, CourseSmart eTextbook. Addison-
Wesley, 2004.

[9] J. Butterworth, A. Davidson, S. Hench, and M. T. Olano. 3dm: A three
dimensional modeler using a head-mounted display. In Proceedings of
the 1992 Symposium on Interactive 3D Graphics, I3D ’92, pp. 135—-
138. Association for Computing Machinery, 1992.

[10] W. Chen, N. Ladeveze, C. Clavel, D. Mestre, and P. Bourdot. User
cohabitation in multi-stereoscopic immersive virtual environment for
individual navigation tasks. In Virtual Reality (VR), 2015 IEEE, pp.
47–54. IEEE, 2015.

[11] L.-P. Cheng, S. Marwecki, and P. Baudisch. Mutual human actuation.
In Proceedings of the 30th Annual ACM Symposium on User Interface
Software and Technology, pp. 797–805, 2017.

[12] G. Cirio, M. Marchal, T. Regia-Corte, and A. Lécuyer. The magic
barrier tape: a novel metaphor for infinite navigation in virtual worlds
with a restricted walking workspace. In Proceedings of the 16th ACM
Symposium on Virtual Reality Software and Technology, pp. 155–162.
ACM, 2009.

[13] C. A. Ellis, S. J. Gibbs, and G. Rein. Groupware: some issues and
experiences. Communications of the ACM, 34(1):39–58, 1991.

[14] C. Fleury, A. Chauffaut, T. Duval, V. Gouranton, and B. Arnaldi. A
generic model for embedding users’ physical workspaces into multi-

8

selected publications 156



This is the author’s version of the work. Not for redistribution. The definitive version is published in 2022 IEEE VR Conference.

scale collaborative virtual environments. In ICAT 2010 (20th Interna-
tional Conference on Artificial Reality and Telexistence), 2010.

[15] J. Frommel, S. Sonntag, and M. Weber. Effects of controller-based
locomotion on player experience in a virtual reality exploration game.
In Proceedings of the 12th international conference on the foundations
of digital games, pp. 1–6, 2017.

[16] A. S. Garcı́a, J. P. Molina, P. González, D. Martı́nez, and J. Martı́nez.
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ABSTRACT
We present a controlled experiment assessing how accurately
a user can interpret the video feed of a remote user showing
a shared object on a large wall-sized display by looking at
it or by looking and pointing at it. We analyze distance and
angle errors and how sensitive they are to the relative position
between the remote viewer and the video feed. We show that
users can accurately determine the target, that eye gaze alone
is more accurate than when combined with the hand, and that
the relative position between the viewer and the video feed
has little effect on accuracy. These findings can inform the
design of future telepresence systems for wall-sized displays.
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INTRODUCTION
Large interactive rooms with wall-sized displays help users
manage the increasing size and complexity of data in science,
industry and business. They naturally support co-located col-
laboration among small groups but can also be interconnected
to support remote collaborative work. Video is critical to such
remote collaboration as it supports non-verbal cues, turn-
taking and shared understanding of the situation [3]. How-
ever, current telepresence systems are designed for meetings
where users sit around a conference table and do not support
spaces where users move around and work on shared data.

Our goal is to study telepresence systems that support re-
mote collaboration across wall-sized displays by combining
the shared task space with the shared person space [2]. The
former refers to the task at hand and involves actions such
as making changes, annotating and referencing objects; the
latter refers to the collective sense of co-presence and in-
volves facial expressions, voice, gaze and body language.
Buxton [1] defines the overlap between these spaces as the
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reference space, where “the remote party can use body lan-
guage to reference the work”. Our goal is therefore to study
the reference space in the context of wall-sized displays.

We focus on telepresence systems linking two distant rooms
with wall-sized displays showing the same content (Figure 1).
Live video feeds of the users are captured by an array of cam-
eras at eye level and displayed on the remote display at the
corresponding position. Users can thus see the face of remote
users and interact in a consistent way with the shared content.

Figure 1. Users working with shared objects using a wall-sized display.

Referencing shared objects to support collaboration and mu-
tual understanding is common when working together [6].
This paper investigates users’ ability to accurately determine
which shared object is referenced by a remote user without
the need for dedicated technology such as telepointers.

We conducted a controlled experiment to study (a) how ac-
curately a local user perceives a reference to a shared object
performed by a remote user either by looking at it or by point-
ing their hand at it, and (b) whether the position of the local
user in front of the wall-sized display affects this accuracy.

RELATED WORK
A number of systems, from the early VideoWhiteboard [9]
and ClearBoard [4] to the more recent Connectboard [8] and
Holoport [5], have explored how to combine person and task
spaces with vertical or slanted displays, based on a glass
metaphor where both spaces are overlaid. All these systems
provide gaze awareness, the ability to notice direct eye con-
tact and to notice what the remote person is looking at, and
perception of which object the remote person is drawing or
manipulating. However they are meant to be used by partici-
pants who do not move much in front of the display, and the
accuracy of remote pointing has not been evaluated.

Nguyen & Canny [7] developed a telepresence system that
uses a camera and projector per participant to create spa-
tial faithfulness with multiparty conferencing. This system
avoids the so-called Mona Lisa effect, where the image of
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a subject looking into the camera is seen by remote partici-
pants as looking at them, irrespective of their position. Wong
& Gutwin [10] assessed pointing accuracy but used a Collab-
orative Virtual Environment, where users are represented by
avatars instead of live video feeds.

In summary, while a number of telepresence systems have
been proposed that enable remote collaboration on shared ob-
jects, very few studies have assessed the accuracy of designat-
ing such objects remotely through pointing or gazing.

EXPERIMENT
We conducted a controlled experiment to assess how accu-
rately an observer can determine which object a remote user
is showing on a wall-sized display. The remote user shows a
target and the observer must determine which one it is. We
use pre-recorded videos of the remote user and display them
on the wall-sized display in front of the observer at the same
position where the recording camera was placed.

We control three factors: how the remote user specifies the
target (by turning the head or by turning the head and pointing
at it), the position of the target relative to the video displayed
on the wall (19 positions) and the position of the observer in
front of the wall-sized display (5 positions).

Experimental Setup
The 19 targets are displayed on a 5.5m×1.8m wall-sized dis-
play made of a grid of 8×4 30” monitors. Each target is a
black letter on a white background surrounded by a blue cir-
cle. We exclude letters that could be confused, such as O and
Q. We use a concentric radial distribution of targets in order to
control for both distance and angle to the video. Three rings
of targets surround a central one (ring0), where the video is
displayed (Figure 2). The first two rings (ring1 and ring2)
have 8 targets, one for each cardinal and diagonal direction.
Due to the aspect ratio of the wall-sized display, the third ring
(ring3) has only two targets. Ring0, ring1 and ring2 are 11.5◦
apart when measured from the viewing position, while ring2
and ring3 are 23◦ appart.

Figure 2. The 19 targets laid out in 4 rings on the wall-sized display.

Video Recording
We recorded 114 10-second videos of three different actors
showing the 19 targets on a wall-sized display in both condi-
tions (head and pointing): a 29 year-old woman with pulled
back hair and brown eyes, a 29 year-old man with brown
medium-length hair and brown eyes and a 27 year-old man
with short brown hair and hazel eyes. The camera was set in
front of the wall-sized display, at the position of the central
target. The actors were placed 230cm away from the camera

so that the pointing hand was within the recorded frame in
all pointing directions. The actors were instructed to point or
look successively at each target.

Video Playback
The participants in the experiment sat in front of the same dis-
play used for video recording, 230cm away from the display.
The recorded videos were displayed on top of the central
target, at the same position as the recording camera. Based
on the focal length used at recording time (43mm in 35mm
equivalent focal length), we adjusted the size of the video so
that the remote users appeared life-size, as if they were sit-
ting 230cm behind the display, i.e. 460cm away from the
participants. The height of the chair was adjusted for each
participant so that the video was at eye-level.

Participants
12 right-handed participants (8 male), aged 21 to 33 (median
27), all computer science graduates, participated in the study.
All participants had normal or corrected to normal vision. 10
had a right dominant eye, 2 a left one. 2 participants used
conferencing systems every day, 6 more than once a week, 3
once a week, and 2 almost never. All participants received
sweets as compensation for their time.

Task
Participants watch each video playing in an infinite loop.
When they are ready to answer, they tap a large “Stop” button
on an iPad 3 tablet and answer which target was being shown,
by tapping the target on a replica of the display layout.

Procedure
The within-subject design has the following factors:

• TECHNIQUE used to indicate the targets, with 2 conditions:
head, the natural combination of head turning and gazing,
and pointing, the combination of head turning, gazing and
pointing the target with the arm and finger;

• POSITION of the participant in front of the display, with 5
conditions: center, located in front of the videos, left (resp.
farLeft), located 1m (resp. 2m) to the left, and right (resp.
farRight), located 1m (resp. 2m) to the right;

• ACTOR: we recorded 3 sets of videos with 3 different actors
to ensure that the choice of the remote person does not have
an effect;

• TARGETS: 19 targets were used, a central one surrounded
along 8 directions by 3 rings of targets with only the left
and right targets on the last ring (19 = 1 + 8× 2 + 2).

For each participant, the conditions were grouped by TECH-
NIQUE, then by ACTOR and then by POSITION. The order
of presentation was counterbalanced across conditions by us-
ing Latin squares for the first three factors and a random-
ized order for TARGET. Each Latin square was mirrored
and the result was repeated as necessary. For each TECH-
NIQUE×ACTOR×POSITION condition, the order of the 19 tar-
gets was randomized so that successive videos never showed
targets in adjacent rings from the same direction.
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For training, we used the same subset of 12 videos cover-
ing all directions and distances for each participant to prac-
tice the task and the entry of answers. 4 different random
positions were used (2 for the head condition and 2 for the
pointing condition) with 3 videos each. Then, the 570 videos
were presented: 2 TECHNIQUEs x 3 ACTORs x 5 POSITIONs
x 19 TARGETs. A mandatory break was held every 190 trials,
corresponding to 2 sets of 5 positions, and a reminder of an
optional break was provided every 95 trials.

For each trial, we collected the answer from the participants,
i.e. which target they thought was being shown. At the end of
the experiment, participants filled out a short questionnaire.

Results
We measure the accuracy of the participants in determining
the target shown by the remote users by two types of errors:
Distance error, the number of rings between the actual target
and the target chosen by the participant; angle error, the dif-
ference between the angles of the two targets, as a multiple of
45◦. For angle errors, we remove trials where the indicated
target is the central one, since it has no meaning in this case.

We find a small learning effect1 of TECHNIQUE on distance
error: it significantly decreases from 0.36 for the first tech-
nique to 0.29 for the second one (F (1, 6827) = 39.19, p <
0.0001). Many participants learned which videos correspond
to the farthest targets and used that information to assign in-
termediate targets to subsequent videos, based on the angle
of the head or arm being smaller than that of the farthest
targets. We did not find a learning effect on the angle error
(F (1, 6467) = 3.58, p = 0.059).
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Figure 3. Distance and angle error by TECHNIQUE (bars indicate CI)

Figure 3 shows the mean and 95% Confidence Intervals (CI)
of distance and angle error by TECHNIQUE. The multiway
ANOVA with REML shows no significant difference in dis-
tance error between the two TECHNIQUEs (F (1, 6817) =
0.87, p = 0.35), but the difference in angle error is signifi-
cant (F (1, 6459) = 39.37, p < 0.0001), with a mean of 3.10
for head vs. 4.72 for pointing. Surprisingly, using the arm led
to higher angle errors than using only the head.

Figure 4 shows the mean and CI of distance and angle error
by POSITION. The multiway ANOVA with REML shows no

1Statistical analyses were performed with SAS JMP. We performed
Mixed Model REML (Restricted Maximum Likelihood) analyses
with “participant” as a random factor.
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Figure 4. Distance and angle error by POSITION (bars indicate CI)

significant differences in distance error among the five PO-
SITIONs (F (4, 6817) = 0.95, p = 0.44), but a significant
difference for angle error (F (4, 6459) = 3.84, p = 0.0040),
with means (from left to right) 5.00, 3.47, 3.33, 3.37, 4.31.
A Tukey HSD post-hoc test reveals two groups of positions
significantly different from each other: {farLeft, farRight},
{center, left, right, farRight}.

0.139
0.17

0.435

0.621
7.3

1.28
0.75

0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
0.45
0.50
0.55
0.60
0.65

0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0
5.5
6.0
6.5
7.0
7.5

ring0
ring1

ring2
ring3

ring1
ring2

ring3

M
ea

n 
D

ist
an

ce
 E

rro
r (

rin
g 

of
fs

et
)

M
ea

n 
A

ng
le

 E
rro

r (
de

gr
ee

s)

Figure 5. Distance and angle error by target ring (bars indicate CI)

Figure 5 shows the mean and CI of distance and angle error
for each ring of targets. The multiway ANOVA with REML
shows significant differences for distance (F (3, 6817) =
294.14, p < 0.0001) and angle (F (2, 6459) = 165.01, p <
0.0001) error (as mentioned before, ring0 was removed for
the angle error analysis). Distance error means (from ring0
to ring3) are: 0.14, 0.17, 0.44, 0.62. Angle error means (from
ring1 to ring3) are: 7.30, 1.28, 0.75. A Tukey HSD post-hoc
test reveals three significantly different groups of rings for
distance error: {ring0, ring1}, {ring2}, {ring3}. For angle
error, {ring1} is significantly different from {ring2, ring3}.

Discussion
According to our results, distance error is not significantly
different when using the head or head+arm, but the angle er-
ror is larger when using the head+arm. While the difference is
small, this is a surprising result. By analyzing the videos, we
noticed that most of the time the direction of the arm does not
indicate the target. This is because users place the tip of their
finger on the line of sight between their eye and the target. In
the post-hoc questionnaires, we found that 4 participants used

3
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only the arm direction when determining the pointed target;
6 used first the arm and when in doubt looked at the eyes
and head direction; only one participant determined the cor-
rect location by connecting the eyes with the tip of the finger.
Because the arm is the most salient cue in the video, it is
likely that users use it as the primary source for determining
the pointed target, ignoring the geometrical interpretation that
we perform in a face-to-face environment.

The fact that the position of the participant relative to the
video feed has little or no effect was also surprising. We did
not expect this effect, analogous to the Mona-Lisa effect, to
be so strong. The extreme positions, farLeft and farRight, had
a higher angle error, which can be explained by the fact that
the observers are looking at the image with an angle of 49◦,
making the task harder.

We found that distance error increases when the targets are
further away from the video feed. This may be due to the
fact that the videos are shot from the front. In this setting, a
small change of angle, e.g. 10◦, when pointing near the center
produces a noticeable change in distance between the shoul-
der and the finger in the 2D projection of the arm. The same
change in angle when the arm is pointing at the last ring of
targets results in a much smaller distance between the finger
and the shoulder in the 2D projection of the arm, making it
harder to notice. Angle error, on the other hand, decreases
when the targets are further away from the video feed. This
is due to the radial layout: the distance between targets on an
inner ring is smaller than on an outer ring, resulting in larger
variations in the direction of the hand and arm. It is interest-
ing to note that on the farthest targets, for which it was only
possible to express distance, users still made angle errors be-
cause they thought that the target laid on ring2.

CONCLUSION AND FUTURE WORK
We investigated the ability to accurately determine which
shared object a remote user is referencing when sharing data
on a wall-sized display. We found that showing objects only
with the head leads to smaller angle error than with the head
and arm. We also found no effect of the observer’s position
on accuracy, except at the farthest positions for angle error.

However, while distance accuracy decreases when the object
is further away from the video of the remote user, angle ac-
curacy increases with object distance. We attribute this effect
to the fact that when capturing the remote user’s image from
the front, some body movements are more salient than others,
conveying cues that help users determine more accurately the
distance of close targets and the direction of far targets.

This study has three main implications for design:

1. Users can accurately estimate which object is being indi-
cated only by looking at the head on the remote video,
without requiring explicit pointing actions nor telepointers;

2. Therefore even when their hands are busy, users can point
using their head without losing accuracy, supporting, e.g.,
the use of deictic instructions when holding tools;

3. The position of the video feed relative to the observer is
not critical for accuracy when indicating remote objects,

thus it can be moved around without loss of accuracy; this
allows the system to match the video with the camera po-
sition on the remote side, maintaining spatial relationships
with shared objects on both sides.

In future work we plan to investigate the body cues used to
indicate an object and how to convey them over a telepres-
ence system. We also plan to apply a similar methodology to
situations that involve eye contact and understand how video
distorts the perception of simple communicative acts. Finally
we want to apply these findings to a functional system that
supports video communication in large interactive rooms.
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Figure 1: The WILD (left) and WILDER (right) wall-sized displays running CamRay, and close-ups on the cameras (center).

ABSTRACT
Remote collaboration across wall-sized displays creates a key
challenge: how to support audio-video communication among
users as they move in front of the display. We present CamRay,
a platform that uses camera arrays embedded in wall-sized
displays to capture video of users and present it on remote
displays according to the users’ positions. We investigate two
settings: in Follow-Remote, the position of the video window
follows the position of the remote user; in Follow-Local, the
video window always appears in front of the local user. We
report the results of a controlled experiment showing that with
Follow-Remote, participants are faster, use more deictic instruc-
tions, interpret them more accurately, and use fewer words.
However, some participants preferred the virtual face-to-face
created by Follow-Local when checking for their partners’ un-
derstanding. We conclude with design recommendations to
support remote collaboration across wall-sized displays.
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INTRODUCTION
Compared with desktop displays, high-resolution wall-sized
displays let users physically navigate large amounts of data [2],
scan and find objects more easily [18], and use spatial memory
to move and classify objects more efficiently [20]. Because
of their large size, such displays also support colocated group
work: users can understand and be aware of what their col-
leagues are doing, enabling tightly-coupled collaboration [19].
But how can we support such collaboration in remote settings?
Current tools for remote collaboration are designed for users
sitting at a desk or a video conferencing table, and do not scale
to large interactive spaces where users can move.

Our challenge is to create a system in which remote users
of wall-sized displays can interact easily with each other, as
well as with data on the wall. Most remote collaboration
systems use video as an effective surrogate for face-to-face
conversation. However, in wall-sized display environments
where users move, it is unclear where to position cameras and
where to display the captured video.

We introduce CamRay, a platform that captures video of users
as they move in front of wall-sized displays using camera ar-
rays, and presents this video on remote walls. Using available
hardware and open-source platforms, we add cameras to exist-
ing large wall-sized displays, stream video to a remote site in
real time and display it according to users’ position.

We first examine related work and describe an observational
study that informed the design of CamRay, which we then
present in detail. We report on an experiment where pairs of
users worked on a data manipulation task, while we manip-
ulate the position of each other’s video. We conclude with
implications for the design of systems for remote collaboration
on wall-sized displays and discuss directions for future work.
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Our contribution is twofold: 1) CamRay, a platform that cap-
tures and displays users as they move in front of wall-sized
displays; 2) an experiment that shows how the position of the
video feed affects collaboration and communication.

RELATED WORK
We first review Clark’s work on communication as it provides
a theoretical basis for our work. We then review previous work
on the use of video for remote collaboration and systems that
support remote collaboration across large interactive spaces.

Technology-mediated Communication
According to Clark [9], communication is characterized by a
series of messages between parties which, once understood,
become part of their common ground: the mutual knowledge,
beliefs and assumptions shared by partners in communica-
tion [9, 10]. Common ground is updated through grounding,
the collective process by which participants try to reach mutual
belief that what has been said has been understood [8]. This
process has a cost in technology-mediated communication,
which Clark characterizes and defines [8], e.g., start-up cost to
establish communication, delay and asynchrony when it is not
purely real-time. Telepresence systems must take these costs
into account and attempt to reduce them in order to support
effective video-mediated communication.

Personal Video for Remote Collaboration
Previous work has shown the benefits of personal video for
remote collaboration. According to Isaacs & Tang [15], a

“video channel adds or improves the ability to show under-
standing, forecast responses, give non-verbal information,
enhance verbal descriptions, manage pauses and express atti-
tudes.” Veinott et al. [31] have shown that seeing each other’s
faces in collaborative tasks improved the negotiation of com-
mon ground, as opposed to using non-video media. Monk &
Gale [23] observed that having mutual gaze awareness pro-
vides an alternative to non-linguistic channels for awareness
of a remote person’s understanding.

Previous work on Media Spaces [4, 22] has leveraged the
power of video-mediated communication by creating systems
that support peripheral awareness, chance encounters, locating
colleagues and other social activities. While Media Spaces
have also been used to support focused remote collaboration,
they have not emphasized settings where distributed groups
work on shared data in large interactive spaces. Our work
extends the concept of Media Spaces to such settings.

A number of remote collaboration systems have used video
to convey more than just people’s faces. Hydras [27] keep
spatial relations among remote participants consistent in a
multi-party conversation; VideoDraw [30] and VideoWhite-
board [29] show the shadow of the remote participant overlaid
with the shared space they can draw on. Clearboard [16] ex-
pands on this idea by overlapping personal video with a shared
task space. More recently, Nguyen & Canny [24] and Bos
et al. [5] have explored how trust formation in video confer-
encing is affected by spatial distortions and communication
channels. Nguyen & Canny [25] also showed how video fram-
ing affects empathy. Although previous systems have explored

video as a tool to support remote collaboration, they depend
on a static user sitting in front of a display. This does not scale
to large interactive spaces that support physical navigation.

Personal video has also been used to provide remote awareness
in what Buxton calls the reference space [6], by integrating
the shared person and task spaces. Three’s Company [28]
implements this space by positioning the shadows of the users’
arms on top of shared content, while ImmerseBoard [14] de-
forms the user’s arm to place it on top of the content. Although
the benefits of reference spaces for video-mediated communi-
cation have been demonstrated, research has not focused on
wall-sized displays. We believe that creating reference spaces
can greatly enhance collaboration across large displays, since
they provide ample real-estate to integrate content and people.

Remote Collaboration in Large Interactive Spaces
To support remote collaboration across 3D virtual environ-
ments, Beck et al. [3] capture users through depth cameras and
present them using a realistic 3D reconstruction in an immer-
sive virtual environment. Willert et al. [32] use a 2D array of
cameras mounted on the bezels of the screens of a wall-sized
display to capture video. They provide an extended window
metaphor between two sites, but do not study communication.
Dou et al. [11] place RGB and depth cameras on wall-sized
displays to capture two remote sites and create a room-sized
telepresence system. The goal of this type of systems is to
display remote video using the available screen space. They
let people see each other and engage in conversation, but make
it hard to collaborate on shared objects.

Luff et al. [21] proposed a high-fidelity telepresence system
that supports remote collaboration on shared digital objects.
Participants engaged in different formations, allowing them to
meet the requirements of the task at hand, such as pointing to
objects or talking to collaborators. This was possible because
physical relations between video and digital objects was kept
intact, such that, when users looked or pointed at objects,
others knew what they were referring to. Although this system
allows to collaborate on digital shared content, our focus is on
large interactive spaces where people can walk.

We believe that remote communication on wall-sized displays
can benefit from keeping physical relations between people
and objects faithful as in a remote site. Avellino et al. [1] used
this strategy in a large interactive space and showed that video
on wall-sized displays can be used for accurately interpreting
deictic gestures: placing video relative to content allows to
accurately understand remote indications of shared digital
objects. Nonetheless, it does not ensure that people will be
able to see each other’s face when collaborating, since they
move and might be far from the video.

In summary, previous research has shown that video supports
remote collaboration in various settings, but wall-sized dis-
plays have received little attention.

OBSERVATIONAL STUDIES
Our goal is to create a system that supports remote collab-
oration across wall-sized displays, so that users are able to
communicate easily with each other over audio-video links
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while working on shared content. To inform the design of this
system, we created low-fidelity prototypes and conducted sev-
eral observations. We simulated two remote sites by dividing
a wall-sized display with a curtain, to simplify the setup.

In the first prototype, we asked two collaborators to put to-
gether a slide show presentation based on text and images
from a presentation they had recently worked on. On each
side, blank sheets of paper (for blank slides), text clippings,
and images were laid out on the display. Two helpers held
tablets running a videoconferencing software, enabling col-
laborators to see each other. We simulated shared content by
manually syncing changes between the two sides (Fig. 2-top).

In this session, participants looked at the content on the wall-
sized display much more than at each other’s face on the
tablets. They only looked at each other when they disagreed,
and when they discussed the meaning of objects or where they
should be placed. Based on the observation and debriefing,
we hypothesized that the participants would have looked at
the video feeds more often if they had been located on the
wall-sized display, close to the content they were working on.

In the second low-fidelity prototype, we displayed the video
feeds on the wall-sized display. We set up two cameras on
each side: a front camera attached to the bezels of the display,
and a back camera placed at the back of the room, facing the
display. In this way, we could capture both the face and the
back of participants. We asked two collaborators working on
a publication to sort their related work using a Wizard-of-Oz
prototype application built for this purpose. PDFs of scientific
papers were laid out on the two sides of the display; their
position and current page were synchronized. Each user had
three video feeds (Fig. 2-bottom): on their left, the remote
person’s front camera feed; right below, a smaller feed of their
own front camera; and, on their right, a feed of the remote
back camera. These video feeds had fixed position and size,
making it easy to determine when participants looked at them.

In this second session, participants physically moved to a spe-
cific video feed according to the task they were working on.
They used the front-facing camera feed for discussions and
arguments about the content of a particular paper, or how to
cluster it. They used the back-facing camera feed when in-
terpreting references to objects and locations and to maintain
common ground—mostly through deictic instructions, e.g.,

“this one should go there”. In other words, conversational com-
munication was best supported by the front-facing video and
gestural communication by the back-facing video. However,
participants had to stop what they were doing to move in front
of the fixed video feeds. This interrupted their work and was
perceived as annoying.

Based on these observations, it became clear that we needed to
capture the users’ faces as they moved in front of the display
and present the video feeds in a flexible way. We identified
two approaches to place the video feeds:

ï close to each user, to support face-to-face conversation; or,ï matching the remote user’s position, to understand where
the user is looking and pointing.

Figure 2. Early observations: assembling a slide-show on a paper proto-
type with tablets streaming video (top). Sorting related work with video
on the wall-sized display (bottom).

Based on our observations, we believe that the second solution,
where the video feed is placed in the context of the shared
content, will:ï support the use of deictic instructions in manipulation tasks;ï increase efficiency when manipulating content; and,ï be preferred to other video placements.

However, since we also observed the value of face-to-face
communication supported by the first approach, we wanted
to create a system that supports both approaches in order to
compare them. In addition, while we only observed pairs of
users with one user per site, this approach should scale to more
than one user at each site, as well as to more than two sites.

CAMRAY: A CAMERA ARRAY FOR TILED DISPLAYS
We created CamRay, a system that adds telepresence capabili-
ties to wall-sized displays. Our prototype links two interactive
rooms with large tiled displays on our campus:ï WILD consists of an 8×4 grid of 30" LCD screens with

22mm top, left and right bezels and 30mm bottom bezels.
It measures 5.5m×1.8m for a resolution of 20 480×6 400
pixels. It is controlled by a cluster of 16 Apple Mac Pros
running Linux, each managing two screens.ï WILDER consists of a 15×5 grid of 21.6" LCD screens
with 3mm bezels. It measures 5.9m×2m for a resolution of
14400×4800 pixels. It is controlled by a cluster of 10 PCs
running Linux, each managing a row of 7 or 8 screens.

Both wall-sized displays are equipped with a VICON infrared
tracking system used to track users with 6 degrees of freedom.

We mounted 8 cameras on each display to capture the users’
faces as they move: one camera per column of monitors in
WILD (8 in total) and 8 equally-spaced cameras in WILDER.
For consistency, we placed the cameras proportionally to the
overall horizontal size of each display. On WILD, the cameras
are standard Raspberry Pi Camera Modules, placed on the
bezels (Fig. 1-left). On WILDER, because of the thinner screen
bezels, the cameras are smaller Spy Cameras for Raspberry
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Figure 3. CamRay architecture to communicate from site A to site B.
A similar setup is used to communicate from site B to site A.

Pi1 (8.5mm×11.3mm) (Fig. 1-right). The cameras are placed
on the nearest bezel above eye level on both displays. Each
camera is directly connected to a Raspberry Pi2 board mounted
onto the back of the displays, and the cables are slipped though
the gap between two adjacent screens (Fig. 3). The boards are
connected using an Ethernet network to a dedicated computer
(desktop Mac Pro) that processes the 8 video streams.

Each Raspberry Pi captures and encodes video in H.2643

and streams it to the dedicated computer over UDP using
GStreamer4, an open source multimedia framework. The
videos are captured at 30 frames per second with a resolution
of 800×600 pixels to avoid overloading the main computer.

The dedicated computer runs a custom C++ application based
on OpenCV5 and OpenWebRTC6. It uses OpenCV to receive
all the video streams and automatically select the one that
corresponds to the camera in front of the user. To achieve
this selection, the custom C++ application receives the user
position data sent by the VICON infrared tracking system
using Open Sound Control messages. This application uses
the OpenWebRTC library to stream the selected video to the
remote wall-sized display using the WebRTC protocol, which
supports video over firewalls and large-area networks.

At the other location, an OpenWebRTC relay server receives
the remote video stream and transmits it to the node of the
visualization cluster that runs the top-left screen of the wall-
sized display. A web application based on NW.js7 runs on
each node of the cluster. These applications can display the
WebRTC video stream that they receive, either from the relay
server or from another node, and they can also forward the
stream to 2 or 3 others nodes. Using a tree pattern (Fig. 3), all
the nodes of the cluster can receive the video stream with low
latency. In our experience, this approach is much better than

1https://www.adafruit.com/products/1937
2https://www.raspberrypi.org/
3We use the raspivid command included with Raspbian
4https://gstreamer.freedesktop.org/
5http://opencv.org/
6http://www.openwebrtc.org/
7http://nwjs.io/

Follow-Remote

Local
Remote

Follow-Local

Local
Remote

Figure 4. The two video modes. The arrows show which participant
controls the position of the video displayed at the local site.

overloading the main server by having it send the video feeds
to all the cluster nodes at the same time.

Once all the nodes receive the stream, the video of the remote
user can be displayed and moved all over the tiled wall-sized
display, spanning several screens if necessary. The video
window can be displayed on top of any application that may be
running on the wall. The relay server notifies all the nodes of
the cluster about the position of the video window so that each
node can decide whether to display the video or part of it on
their associated screens. In addition, the relay server receives
the position of the local and remote users through WebSockets,
and it uses this information to compute the position of the
video window according to the video mode (see below).

CamRay can easily be adapted to a variety of tiled wall-sized
displays: the number of cameras can be adapted to the size of
the display, and the tree pattern used to distribute the stream
can scale to larger clusters. If the main computer becomes
overloaded because of the larger number of cameras or higher-
quality video, the load can be distributed over several com-
puters, each one connected to a subset of the cameras. The
WebRTC protocol traverses almost any network, making it
possible to connect to diverse sites. CamRay can support more
than one user per site since users are identified by the VICON
system. CamRay also scales to multiple remote locations be-
cause the relay server can simultaneously receive several video
streams from different WebRTC connections. In such multi-
user, multi-site configurations, CamRay would send one video
stream per user and per site, which is still much less than the
total number of cameras per site.

Positioning Video Feeds
We implemented the two video modes described in the previ-
ous section (Fig. 4):ï Follow-Local: the video window follows the horizontal

position of the local user, i.e. the local user has the video
window always in front of her. This mode supports, e.g., a
face-to-face conversation even if the users are standing at
different positions relative to their display.ï Follow-Remote: the video window follows the horizontal
position of the remote user. This mode makes it easy to
interpret deictic references made by the remote user since
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the video feed has the same position relative to the shared
content as the remote user.

In both modes the video of the remote user is mirrored hori-
zontally to ensure spatial consistency: when a user looks to
the left, she is displayed as looking to the left in the video
window at the remote location. In other words, the remote
user is seen as standing behind the wall-sized display, as in
Clearboard [16]. CamRay mirrors the video when capturing it.

Face-to-face conversation greatly benefits from eye contact.
In video-mediated conversation, eye contact requires that the
video feed be close to the camera. CamRay supports arbitrary
positioning of the video window, but as recommended by
Chen [7], by default it positions the video window right below
the closest camera in the camera array. As a result, the video
window jumps among 8 discrete positions.

Finally we do not show feedback of the users’ own video,
unlike most desktop videoconferencing systems. Surprisingly,
nobody asked for it in our observations. Some participants
reported that they trust the system to capture them properly,
since they do not have to adjust a webcam position as in
standard desktop videoconferencing systems.

The two video modes can scale to multiple users and multiple
sites. Follow-Remote can simply display the remote users at
their remote positions. In case of overlap, the system can either
use transparency or a simple physics engine to avoid collisions.
For Follow-Local, the system can lay out remote users side by
side or in a half-circle, consistently across sites, in the same
way as in some multiparty videoconferencing systems.

EXPERIMENT
In order to assess the effects of video position on communica-
tion and the trade-offs it incurs, we ran a controlled experiment
comparing three ways to display a remote collaborator video
on wall-sized displays:

ï Follow-Remote: the video windows appears on the wall at
the same position as the remote collaborator;

ï Follow-Local: the video windows appears on the wall in
front of the local user; and

ï Side-by-Side (control condition): the fixed video window
appears on a separate screen, perpendicular to the wall.

In our observations, deictic gestures were better supported
when the video was placed in the context of the shared content.
Therefore we formulate the following hypotheses:

ï H1: participants use more deictic instructions in Follow-
Remote than Follow-Local and Side-by-Side;

ï H2: participants manipulate data more efficiently in Follow-
Remote than in Follow-Local and Side-by-Side; and,

ï H3: Follow-Remote is preferred for manipulation tasks
when giving and receiving instructions.

Method
The [3 × 2] within-participant design has two primary factors
and a secondary factor:

ï VIDEO (Follow-Local, Follow-Remote, Side-by-Side);ï LAYOUT (Medium and Hard); andï ROLE (Instructor and Performer).

LAYOUT controls the difficulty of the task, while ROLE ac-
counts for the asymetry of the task, as described below. The
order of VIDEO conditions is counterbalanced across pairs us-
ing a balanced Latin Square; the order of LAYOUT and ROLE
are counterbalanced for each VIDEO condition.

Participants
We recruited 12 pairs of participants, aged between 23 and
40, all with normal or corrected-to-normal vision, none color
blind. Couples were formed as participants were recruited,
leading to 9 male-male, 2 female-male and 1 female-female
couples. 1 participant used video conferencing systems on a
daily basis, 8 on a weekly basis, 6 on a monthly basis, 5 on a
yearly basis and 4 almost never.

Hardware and Software
The setup of the experiment is composed of the two wall-
sized displays, WILD and WILDER. Follow-Local and Follow-
Remote conditions are implemented with CamRay (Fig. 1).
The video windows of the remote users move horizontally at
a fixed height of 1.75m (center of the window) at both sites.
In Side-by-Side, video is displayed on an LCD screen on the
left side of the room, at approximately the same height as the
window in the other conditions. In all three VIDEO conditions,
the video windows have the same size (34.7cm×26cm).

Although WILD and WILDER have different sizes and resolu-
tions, we scale the content so that it spans the entire display.
We use Webstrates [17] to create and synchronize content.
Participants interact with each wall-sized display with a cur-
sor controlled by a handheld pointer through raycasting. The
pointer is mounted on a smartphone that displays a virtual
button for picking and dropping. The orientation and position
of the pointers and of the participants’ heads are tracked using
the VICON tracking systems in each room.

Procedure
Task Description
During our observations, participants often referred to on-
screen objects by pointing and looking at them. To assess
whether our setup enables the interpretation of such deictic
gestures by remote participants, we need a task that required
the production and interpretation of such gestures.

We use a version of Liu et al.’s [20] task, which consists of
classifying discs into containers based on their label. In one
condition of their experiment, one participant had to tell the
other which disc to move into which container. They naturally
used deictic instructions, such as “take this one and put it
here”. We adapted this abstract data manipulation task to
a remote setting: at one site, the Instructor sees the labels
and gives instructions, while at the other site, the Performer
manipulates the discs. This forces each dyad to produce and
interpret deictic instructions.

We divided each wall-sized display into 32 (8 rows × 4
columns) virtual containers holding up to 6 discs each (Fig. 1).
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Discs belong to one of 8 classes, represented by the letters C,
D, H, N, K, R, X, Z. When more than two discs of the same
class are in the same container, they are properly classified and
turn green. Misclassified discs are red. On the Instructor side,
the disc classes are displayed in a small font (2mm×2.5mm),
forcing the Instructor to move to read the labels.

Layout: when the task begins, the layout features 160 discs,
five per container. 12 discs are misclassified, distributed ran-
domly across containers. The goal is to classify all the red
discs by picking, moving and dropping them into a correct
container. We assign a ROLE to each participant: the Instruc-
tor sees the disc labels but cannot interact with them; the
Performer sees green and red discs without labels but can
manipulate them with a pointing device. The Instructor must
therefore guide the Performer to classify the discs.

We created two types of LAYOUTs by varying the euclidean
distance between a red disc and its closest solution8. This dis-
tance is between 1.5 and 2.6 for Medium layouts, vs. between
2.7 and 3.5 for Hard layouts. The further away a solution is
from a disc, the more navigation is required, making the task
harder. We generate random LAYOUTs for both Medium and
Hard and pick one at random when starting a new session.

Trial description: a trial is the correct classification of a disc.
A trial begins when the last disc of the previous trial is dropped,
and ends when the disc is correctly classified (which may take
several pick and drops).

Participants were welcomed and given paper instructions on
how to perform the task. They were instructed to solve the task
as quickly and accurately as possible. For each VIDEO condi-
tion, each participant performed 2 practice conditions (one for
each ROLE), followed by 4 experimental conditions (2 LAY-
OUT × 2 ROLE). Participants filled out 5 questionnaires: one
for collecting demographic data, one after each VIDEO condi-
tion, and one at the end of the experiment. Participants could
take a break after each LAYOUT and were encouraged to do so
at the end of a VIDEO condition block. Sessions lasted about
70 minutes including the time to fill out the questionnaires.

Data Collection
We logged each pick and drop event with the time, position
of the disc on the screen and number of discs left to classify.
Using each room’s VICON tracking system, we recorded kine-
matic data of (a) user position, (b) user head direction and (c)
cursor movement. Sessions were video recorded.

Pairs assessed their understanding of each other’s actions and
use of video in the questionnaire at the end of each VIDEO con-
dition. The final questionnaire assessed the strategies and par-
ticipant’s preference when acting as Instructor and Performer.
We used 5-point Likert scales and open-ended comments.

Analysis Procedure
We analyze three different measures: task performance, move-
ment data from the kinematic logs, and conversations.

8The unit is the size of a container and the distance between two
adjacent containers is 1.

Task Performance
We measure performance as Task Completion Time (TCT). The
number of pick-and-drops for classifying one disc is a less
useful indicator of performance than time, since all layouts
were successfully solved with low error rates. TCT is the time
required to correctly classify a disc. Since this may require
several attempts, TCT starts when the Performer drops the
previous disc and ends on the first drop in the correct container.
We observed that some dyads picked one disc immediately
and waited for an instruction, whereas others waited for an
instruction and then picked a disc. To ensure a fair comparison
and account for the time taken to find a container and produce
the instruction in all trials, we include the time elapsed from
the previous drop until a disc is picked.

Kinematic Analysis
To account for the slightly different sizes of the two wall-sized
display, we normalize user position, cursor position and head
direction between 21 and 1. After normalization, two users
standing at the same relative position, e.g., the center of each
room, have the same value, e.g., 0 on the X axis.

Conversational Analysis
Using the sessions’ video recordings, we tagged each pick
and drop and coded (I) the Instructor strategy to indicate
containers/discs; (II) the Performer error when performing
instructions; and, for both roles, (III) the word count, including
the amount of deictic instructions.

I. Instructor strategy to indicate containers or discs used the
following coding scheme:

ï pointing: using the finger to point, no verbal instruction;ï pure deictic: using only deictic instructions (“..goes there”);ï relative to own position: relative to the Instructor’s position
(“here, one up”);ï relative to video: relative to the Instructor’s video (“where
I am, second row”);ï relative to disc: relative to where the Performer is moving
the disc (“there, one up”);ï relative to container: relative to where the disc is picked
(“two to the right, one down”);ï absolute: relative to the display grid (“column 3, row 4”);ï based on previous pick/drop: using the location where the
previous disc was picked or dropped (“put it in the same
place as the last one”).

II. Performer error when performing instructions used the
following coding scheme:

ï understanding error: error when interpreting an instruction;ï instruction error: the Instructor provides a wrong instruction
(the container is not of the same class as the disc); and,ï interaction error: the Performer accidentally drops a disc
while moving it.

III. Word count serves as a measure of the efficiency when
producing and understanding instructions. We used a coding
scheme based on Gergle et al. [12]. We only coded utterances
relevant to instructions, i.e. references to a specific disc and
position. We counted words related to acknowledgment of be-
havior only when discs were not already dropped and changed
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Figure 5. TCT in seconds for each VIDEO × LAYOUT condition. Bars
show the 95% confidence intervals.

their color to green; once this happened, words were consid-
ered redundant for the classification and ignored. We ignored
context information not relevant to an instruction (such as
discussing the task itself) and back channel responses such as

“hmmm” or “so”. Hauber et al. [13] also used this approach for
counting words. Politeness forms were not coded, e.g., “could
you please”. Finally, repeated terms were counted once, since
we identified that many participants repeated utterances, e.g.,

“that one, yes, yes, yes”).

RESULTS
We registered 4330 pick and drop events (excluding practice
trials) and aggregated them into 1728 disc classifications (12
discs * 2 ROLE * 2 LAYOUT * 3 VIDEO * 12 pairs).

Task Performance
We tested TCT for normality in each VIDEO condition using
a Shapiro-Wilk W test9 and found that it was not normally
distributed. We tested for goodness-of-fit with a lognormal
distribution using Kolmogorov’s D test, which showed a non-
significant result for all three VIDEO conditions. Therefore,
we ran the analyses using the log-transform of TCT, as recom-
mended by Robertson & Kaptein [26] (p. 316). We also ran
all the analyses using the original time data an found the same
effects with very similar p values.

We ran an analysis of variance for the model TCT ∼ VIDEO ×
LAYOUT × Rand(PARTICIPANT) with a REsidual Maximum
Likelihood (REML) analysis 10. The result of the full factorial
analysis (Fig. 5) yields a significant effect on VIDEO (F2,1699 =
7.69, p = 0.0005) and LAYOUT (F1,1714 = 22.41, p < 0.0001);
and a non-significant VIDEO × LAYOUT interaction (F2,1713 =
0.50, p = 0.61).

A post-hoc analysis11 reveals that in Follow-Remote (MT =
13.23±6.88 s), participants classified discs significantly faster
than in Follow-Local (MT = 14.63±7.15 s, p=0.0004) and
Side-by-Side (MT = 14.41±7.47 s, p=0.0173). There was
no difference between Follow-Local and Side-by-Side. Data
9All analyses are performed with SAS JMP

10 Unless otherwise specified, all analyses used this method.
11All post-hoc analysis are performed using a Tukey-Kramer “Hon-
estly Significant Difference” (HSD) test
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Figure 6. Kinematic data for dyad 9. The paths show a bird’s eye view of
the normalized horizontal positions of the participant, cursor and gaze
over time. Left: Performer cursor and Instructor position for Follow-Local
(a), Follow-Remote (b) and Side-by-Side (c). Right: Performer cursor and
Instructor gaze for Follow-Local (d), Follow-Remote (e) and Side-by-Side (f).
The histograms show the cursor-position difference (g) and cursor-gaze
difference (h) for each VIDEO condition, with 95% confidence intervals.

shows an improvement of Follow-Remote over Side-by-Side
of 8.2% (1.19s); and over Follow-Local of 9.6% (1.41s).

Kinematic Analysis
In Follow-Remote, we observed that after picking a disc, the
Performer would try to predict the target container by looking
at the Instructor’s cursor and head direction. Some Performers
where even able to interpret target containers with minimal
instructions, often following the Instructor and dropping the
disc into the container that the Instructor was looking at.

We computed two measures to investigate this observation.
Cursor-position difference: the horizontal distance between
the Performer’s cursor and the Instructor’s position (Fig. 6a-c);
and, cursor-gaze difference: the horizontal distance between
the Performer’s cursor and the estimated point the Instructor
is looking at (based on the direction of the head) (Fig. 6d-f).
To get a single value per trial, we average these measures for
all kinematic data points between a pick and a drop.

Cursor-Position Difference
We find a significant difference in cursor-position difference
for VIDEO (F2,1697 = 64.09, p < 0.0001) and for LAYOUT
(F1,1711 = 32.42, p < 0.0001), but not for VIDEO × LAYOUT
(F2,1711 = 0.023, p = 0.98) (Fig. 6g). A post-hoc analysis
shows that Follow-Remote (X = 0.151±0.116) has a signifi-
cantly smaller cursor-position difference than Follow-Local
(X = 0.228±0.154) and Side-by-Side (X = 0.227±0.155).
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Follow-Local Follow-Remote Side-by-Side
pure deictic 8 92 43

relative to video 3 318 0
relative to own position 0 0 7

relative to disc 116 61 148
relative to container 221 63 196

established pick order 284 302 257
based on previous drop 58 27 19
based on previous pick 10 5 12

absolute 447 254 435
arbitrary by Performer 80 83 111

none 248 241 247
total 1475 1446 1475

4396

Table 1. Instructor strategies for indicating objects.

Cursor-Gaze Difference
We also find a significant difference in cursor-gaze difference
for VIDEO (F2,1697 = 30.64, p < 0.0001), but not for LAYOUT
(F1,1704 = 2.28, p = 0.13) nor VIDEO × LAYOUT (F2,1704 =
0.9021, p = 0.41) (Fig. 6h). A post-hoc analysis shows that all
VIDEO conditions are significantly different from each other.
Follow-Remote has the smallest cursor-gaze difference (X =
0.201±0.190), followed by Follow-Local (X = 0.244±0.216)
and Side-by-Side (X = 0.284±0.217).

Conversational Analysis
We analyze the strategies used by the Instructor and the errors
produced by the Performer when picking and dropping discs.
For this analysis, we use the tagged data for each pick and drop,
not the aggregated data for correctly classified discs. While
tagging video data two new categories emerged: arbitrary (no
instruction), when the Performer picks any disc; established
pick order, when the Performer picks in an order defined at
the beginning of the session.

4396 events were tagged (Table 1), evenly distributed among
the three VIDEO conditions. Note that events that have no
strategy come from the Performer correcting errors (most
often due to a failed interaction, such as releasing the disc
too soon while moving it), which required no instruction: she
would re-pick the disc and drop it in the planned destination.

Instructor Strategies
We investigate the role of video on the use of deictic instruc-
tions by the Instructor (Instructor strategies or IS). We consider
as deictic instructions the following categories: pure deictic,
relative to video and relative to own position. For the last
two, we always observed that the Instructor used a deictic
pronoun to make a reference relative to the position of the
video or to herself. We counted 410 deictic instructions for
Follow-Remote (318 relative to video; 92 pure deictic), 50 for
Side-by-Side (7 relative to own position; 43 pure deictic) and
11 for Follow-Local (3 relative to video, 8 pure deictic). No
deictic relative to own were used.

As expected, participants were able to use more deictic in-
structions in Follow-Remote (28% of total) than Side-by-Side
(3.4%) and Follow-Local (only 0.7%). If we take a closer look
at the strategies for disc drop events only, the use of deictic

instructions in Follow-Remote goes up to 45% (265 relative to
video, 65 pure deictic; 729 total). These findings support H1.

We were surprised to see some participants using deictic in-
structions in Side-by-Side. We believe that they tried, failed,
and switched to less unambiguous strategies such as using
coordinates relative to the container where the disc was picked.
We were also surprised that almost all participants pointed
with their hands in all VIDEO conditions, even though they
clearly knew that pointing would not be correctly understood
in Follow-Local and Side-by-Side.

Performer Errors
We investigate the role of video on Performers producing
errors (PE) when interpreting instructions, especially deictic
instructions. We remove instruction and interaction errors
from the analysis, leaving 246 misunderstanding errors. Over-
all, participants produced fewer errors in Follow-Remote (66,
27% of total), followed by Follow-Local (82, 33% of total)
and Side-by-Side (98, 40% of total).

Follow-Remote accounted for fewer errors if we consider the
total number of deictic instructions produced in each VIDEO
condition. 36% (4ÿ11) of deictic instructions led to an error
in Follow-Local and 40% (20ÿ50) in Side-by-Side, but only
5% (21ÿ410) in Follow-Remote. Deictic instructions were
better interpreted in Follow-Remote than in the other VIDEO
conditions, supporting H2.

Word Count
We measure word count (WC) as a measure of communica-
tion efficiency. Using fewer words to communicate the same
information suggests that the communication is more effi-
cient, because the information is transmitted through other
non-linguistic channels—video in our case. Participants used
significantly different number of words in each VIDEO condi-
tion (F2,3739 = 50.0747, p < 0.0001). As expected, in Follow-
Remote, Instructors used significantly fewer words (WC =
2.98±2.66 words) per instruction than in Follow-Local (WC =
3.80±3.42 words) and Side-by-Side (WC = 4.07±3.52 words).

We tagged the number of deictic pronouns used by Instructors.
In Follow-Remote, 272 deictic pronouns were used, 110 in
Side-by-Side and only 70 in Follow-Local.

In summary, when providing instructions in Follow-Remote,
Instructors used fewer words but more deictic pronouns than
in other VIDEO conditions. To illustrate this point, Instructors
in Follow-Local typically used more verbose instructions, e.g.,

“two to the left, then top”, whereas in Follow-Remote they used
short instructions with a deictic pronoun, e.g., “top” once they
were in the correct column or simply “there” while pointing.

Qualitative Feedback
We asked participants to answer a short questionnaire at the
end of each VIDEO condition, and a final questionnaire at the
end of the experiment. Questionnaires had both Likert scales
and open questions.12

The questionnaire for the different VIDEO conditions had two
identical parts, one for each ROLE. Most questions were about

12We used a Wilcoxon Signed rank test for Likert scale data analysis
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perceived attention to each other: (Q1) I paid attention to my
partner; (Q2) My partner paid attention to me; (Q3) It was easy
to understand my partner; (Q4) My partner found it easy to
understand me; (Q5) My behavior was in direct response to my
partner’s behavior and (Q6) The behavior of my partner was
in direct response to my behavior. (Q7) asked to estimate how
much time they spent looking at the video when classifying
objects (on a scale from 1 to 100), and (Q8) asked to assess
how useful was the video of their partner for solving the task.

We found a significant effect of VIDEO on how useful the video
was when acting both as Performer (F2,22 = 26.96, p < 0.0001)
and Instructor (F2,22 = 11.34, p = 0.0004). For Performers, the
video of the remote partner was significantly more useful in
Follow-Remote (mean 4.42) than in Follow-Local (p < 0.0001,
mean 2.67) and Side-by-Side (p < 0.0001, mean 2.25). For In-
structors, the video was also more useful in Follow-Remote
(mean 2.83) than in Follow-Local (p = 0.00003, mean 1.92) and
Side-by-Side (p = 0.0011, mean 1.50). Also, Instructors had
the impression that their partner paid significantly more at-
tention to them (F2,22 = 7.50, p = 0.0033) in Follow-Remote
(mean 4.58) than in Follow-Local (p = 0.0051, mean 3.92) and
Side-by-Side (p = 0.013, mean 3.83).

We also found an effect of VIDEO on how much participants
looked at video both as Performer (F2,22 = 13.24, p = 0.0002)
and Instructor (F2,22 = 11.44, p= 0.0004). Performers used the
video significantly more in Follow-Remote (% o f time = 87±
17) than in Follow-Local (p = 0.0047, % o f time = 53±35) and
Side-by-Side (p = 0.0002, % o f time = 40±33). Instructors used
the video significantly more in Follow-Remote (% o f time =
55±36) than in Follow-Local (p = 0.023, % o f time = 30±25)
and Side-by-Side (p = 0.0003, % o f time = 15±22).

The final questionnaire asked participants (Q1) if they under-
stood their partner’s instructions when acting as Performer
and (Q2) if their partner understood their instructions when
acting as Instructor. It also asked (Q3-4-5) how often they
used each Instructor Strategy (IS) in each VIDEO condition,
(Q6-7) their preferred VIDEO condition as Instructor and as
Performer, and (Q8-9-10) a description of how they used the
video in each VIDEO condition.

Participants reported that as Performers in Follow-Remote,
they understood their partner’s instructions significantly bet-
ter (p = 0.0188), and that the most used strategy to indicate
objects was to use the video. We found no other significant
effects. The vast majority of Performers preferred Follow-
Remote (22ÿ24), while Side-by-Side was ranked first twice.
Follow-Local and Side-by-Side were ranked as the second pre-
ferred strategy by roughly half the participants (12 and 10
respectively) and as least preferred by the other half (12 each).

Video in Follow-Remote was used by Performers to “see where
[the Instructor] was and then get the column where the object
should be” (P5) and “to know on which column I have to place
my object” (P6). It also allowed them to “follow [the Instruc-
tor’s] position around the wall” (P7). Many Performers used
the video “to know what column [the Instructor] wants to pick
and sometimes even the row” (P9). We also observed that they
used the video to determine gaze and predict the destination

container more quickly: “to get [the Instructor’s] position,
even the gaze helped me” (P21). Some Performers cleverly
used the video in Follow-Local to estimate their partner’s posi-
tion. As people move, CamRay switches from one camera to
the next in the array to capture their faces. These Performers
counted the “jumps” of the video window to “roughly figure
out how much I should move to the left/right” (P23).

Surprising, only half the Instructors ranked Follow-Remote
first. Follow-Local was ranked first 10 times, and Side-by-Side
2 times. This was confirmed by participants when asked to
describe how they used the video in Follow-Local and Side-
by-Side: “to see if [the Performer] was moving the object or
not” (P5), “to know if my partner was focusing on the same
task” (P6), “to get gaze direction and gestures, not position”
(P7) and “to confirm verbal instructions” (P20).

These findings partially support H3: almost all Performers
preferred Follow-Remote, but half of the Instructors preferred
having the video in front of them or on the side. Instruc-
tors liked seeing their remote collaborator as they performed
instructions to check for understanding.

To summarize our results, in Follow-Remote participants:ï used more deictic instructions than in other VIDEO condi-
tions, supporting H1;ï classified discs more efficiently, used fewer words and pro-
duced fewer misunderstanding errors, supporting H2; and,ï preferred this condition as Performer, but half did not prefer
it as Instructors, partially supporting H3.

DISCUSSION
The above results provide evidence that the increased perfor-
mance of Follow-Remote is related to (1) Performers more
closely following the Instructors’ position and gaze (cursor-
person difference, gaze-position difference); and, (2) Instruc-
tors using more deictic instructions (IS), leading to fewer errors
(PE); and, (3) Instructors using fewer words (WC).

First, Performers were able to predict the target container as
Instructors moved and looked at the display: once an Instruc-
tor found a target container, the Performer would already be
hovering a disc nearby and gazing in the vicinity, requiring less
time to move and drop the disc. Second, as Performers made
fewer errors they saved time. Third, awareness of the remote
person’s actions allowed for short and simple instructions,
such as “just there!” or “one above!”.

These findings can be explained by the natural tendency to min-
imize communication costs when generating common ground.
Let us consider Clark’s costs of grounding [8] in mediated
communication for our experiment. Certain costs do not exist:
there is no start-up time, and no delay nor asynchrony since
communication was synchronous and real-time. Other costs
are the same across VIDEO conditions: production, reception
and speaker change, since all conditions used video-mediated
communication; fault and repair since the severity of a fault
and the time and effort to repair it dependended mainly on the
task. We are thus left with three costs: formulation, under-
standing and display.
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Formulation cost states that “it costs more to plan complicated
than simple utterances” and “to formulate perfect than imper-
fect utterances” [8]. Different strategies have different costs:
an instruction that relies on a coordinate system for absolute
mapping, e.g., “on container 3, 2”, or a relative mapping to a
container, e.g., “two up, one down” are costlier than pointing
and using a pure deictic pronoun, e.g., “there!”. This suggests
that Follow-Remote had a lower formulation cost.

Understanding cost states that “the costs can be compounded
when contextual clues are missing” [8]. This explains why,
when using deictic pronouns in Follow-Local or Side-by-Side,
participants produced more errors: the cost of understanding
is higher since the context to interpret instructions is missing.

Finally, display cost states that “In media without copresence,
gestures cost a lot, are severely limited, or are out of the
question. In video teleconferencing, we can use only a limited
range of gestures.” [8]. This explains why in Follow-Remote,
Instructors were able to use more deicitc gestures and these
were understood more accurately by Performers, reducing the
display cost. This also explains why Performers preferred
Follow-Remote when interpreting instructions, while half the
Instructors preferred Follow-Local or Side-by-Side, since they
could more easily check the Performers for understanding.

In summary, by presenting video according to the remote col-
laborator’s location in Follow-Remote, we enabled participants
to use and understand deictic instructions, reducing the overall
cost of communication.

Implications for Design
The above analysis leads to a set of recommendations for the
design of telepresence systems for wall-sized displays.

Camera Arrays support remote collaboration in large interac-
tive spaces that allow physical navigation. An array of cameras
placed at eye’s level can capture people’s faces as they move
across a wall-sized display. Remote displays can present this
video feed in various ways to enable collaboration.

Follow-Remote supports deictic instructions when collaborat-
ing remotely across wall-sized displays. By displaying the
remote participant’s video in the context of the shared space,
it creates an instance of Buxton’s Reference Space, “the space
within which the remote party can use body language to ref-
erence the work—things like pointing, gesturing [and] the
channel through which one can sense proximity, approach,
departure, and anticipate intent” [6]. Collaborative data ma-
nipulation tasks can particularly benefit from this setup, as
they often require deictic instructions.

Users should control video position in order to better support
different tasks: when interpreting deictic instructions, Follow-
Remote provides an image of the remote person in the context
of the shared space; when checking for understanding, creating
a virtual face-to-face with Follow-Local makes the remote
person’s gaze and facial expressions directly available.

CONCLUSION AND FUTURE WORK
This paper introduces CamRay, a platform for remote col-
laboration that captures and presents video feeds of remote

participants while working in front of wall-sized displays.
CamRay is based on consumer hardware and open software;
it can be incorporated into existing wall-sized displays to add
telepresence capabilities.

We ran an experiment where we used CamRay to support
collaboration on an asymmetric data manipulation task. The
video feed either followed the local person’s position (Follow-
Local), the remote person’s position (Follow-Remote) or was
on the side (Side-by-Side). We investigated how the position
of the video feed affects collaboration. Participants were able
to manipulate data more efficiently, taking less time, making
fewer errors and using fewer words when video followed
the remote collaborator. This can be explained by the fact
that video enabled them to use and better understand deictic
instructions, reducing the cost of communication. However,
many participants liked having video always visible, either in
front of them or on the side, when checking their partner’s
understanding of instructions.

We found that both Follow-Local and Follow-Remote have
their own advantages. With Follow-Remote, people are po-
sitioned in the context of shared content, allowing them to
communicate using deictic gestures. With Follow-Local, non-
verbal cues, such as facial expressions and eye contact, are
made visible, supporting face-to-face communication. We
believe that both approaches can be used in a telepresence
system to support different moments in the collaboration. We
recommend that collaboration systems for wall-sized displays
present video feeds according to the local and remote users’
position, and provide a way to transition between them.

This is only a first step for telepresence in large interactive
spaces. We believe that CamRay can be used to further explore
the role of video in remote collaboration across wall-sized dis-
plays. We plan to explore how Follow-Local can support tasks
that require discussion or benefit from seeing each others’
faces, such as data visualization or sense making. We are
also interested in exploring the benefits of collaboration using
asymmetric video positions. We observed that people pre-
ferred different video behaviors depending on their role in the
task, and we believe there are further benefits in positioning
the video feeds independently from each other.

Finally, we are interested in exploring how camera arrays can
support collaboration with more than two users and two sites.
From a technical perspective, we need to solve the challenge
of selecting and displaying multiple video and audio feeds as
multiple collaborators are present in multiple sites. From the
perspective of collaboration, we need to support the variety of
collaboration styles that occur spontaneously in larger groups.
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Fig. 1: GazeLens system. (a) On the hub side, a 360◦ camera on the table captures
coworkers and a webcam mounted on the ceiling captures artifacts on the table. (b)
Video feeds from the two cameras are displayed on the screen of the remote satellite
worker; a virtual lens strategically guides her/his attention towards a specific screen
area according to the observed artifact. (c) The satellite’s gaze, guided by the virtual
lens, is aligned towards the observed artifact on the hub space.

Abstract. In hub-satellite collaboration using video, interpreting gaze
direction is critical for communication between hub coworkers sitting
around a table and their remote satellite colleague. However, 2D video
distorts images and makes this interpretation inaccurate. We present
GazeLens, a video conferencing system that improves hub coworkers’
ability to interpret the satellite worker’s gaze. A 360◦ camera captures
the hub coworkers and a ceiling camera captures artifacts on the hub
table. The system combines these two video feeds in an interface. Lens
widgets strategically guide the satellite worker’s attention toward specific
areas of her/his screen allow hub coworkers to clearly interpret her/his
gaze direction. Our evaluation shows that GazeLens (1) increases hub
coworkers’ overall gaze interpretation accuracy by 25.8% in comparison
to a conventional video conferencing system, (2) especially for physical
artifacts on the hub table, and (3) improves hub coworkers’ ability to
distinguish between gazes toward people and artifacts. We discuss how
screen space can be leveraged to improve gaze interpretation.

Keywords: remote collaboration · telepresence · gaze · lens widgets.
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1 Introduction

In hub-satellite communication, a remote team member (satellite) collaborates at
a distance with colleagues at the main office (hub). Typically, hub coworkers sit
around a table with artifacts such as paper printouts, with a screen placed at one
edge of the table showing a video feed of the satellite worker. The satellite worker
sees the hub office in a deep perspective as it is captured by a camera placed
at the edge of the table. Hub coworkers see a closer view of their colleagues,
with a much more shallow perspective. Simply put, due to these differences in
perspective, it is difficult to interpret the satellite’s gaze (where s/he’s looking
at). While video conferencing systems can support non-verbal cues as people can
see each others’ faces and gestures, it is not always coherent: non-verbal cues
such as gaze and deictic gestures are disparate between hub coworkers and the
satellite, making communication asymmetric as co-located hub coworkers easily
understand each others’ non-verbal cues but not those of the satellite worker.

Gaze is important in collaboration - it is a reliable predictor of conversational
attention [1, 4], offering effortless reference to spatial objects [29], supporting
remote instruction [5, 30], and improving users’ confidence in distributed problem
solving on shared artifacts [2]. Kendon [27] argues that gaze is a signal through
which a person relates their basic orientation and even intention toward another.
Falling short on conveying gaze in remote collaboration can lead to confused
communication [3], reduce social intimacy [3], decrease effectiveness [32] and
increase effort for collaborative tasks [2, 5].

Previous work has tried to improve gaze perception in remote collaboration,
but has mainly focused on conveying either gaze awareness between distant
coworkers [7, 8, 25] or gaze on shared digital content [11, 14], leaving the problem
of conveying gaze on physical artifacts rather under attended. Achieving this
often requires specialized and complex hardware setups on the satellite side [9,
13, 16], which might be unrealistic for traveling workers. We focus on design-
ing a mobile solution to improve hub coworkers’ interpretation of the satellite
worker’s gaze both toward themselves and hub physical artifacts using minimal
equipment.

We present GazeLens, a hub-satellite video conferencing system that im-
proves hub coworker’s accuracy when interpreting the direction of a satellite
worker’s gaze. At the hub side, GazeLens captures two videos: a view of the
coworkers, using an off-the-shelf 360◦ camera, and a view of the artifacts on
the table, using a ceiling-mounted camera. The system presents these videos
simultaneously on the satellite worker’s laptop screen, eliminating the need for
stationary or specialized hardware on the remote end. GazeLens displays lenses
on the satellite’s screen, which the satellite worker can move to focus on different
parts of the two videos, such as a hub coworker on the 360◦ view and an artifact
on the table view. These lenses are strategically positioned to explicitly guide the
direction of the satellite worker’s gaze. As with conventional video conferencing,
hub coworkers simply see a video stream of their remote colleague’s face shown
on the screen placed on the edge of their table. Our aim is to provide a more
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coherent picture for hub coworkers of where exactly their satellite colleague is
directing his/her attention, thus improving clarity of communication.

We evaluate the performance of GazeLens in two studies, where we compare
it to conventional video conferencing (ConvVC) using a wide-angle camera on the
hub side. The first study shows that GazeLens helps hub coworkers distinguish
whether a satellite worker is looking at a person or at an artifact on the hub
side. The second study shows that GazeLens helps hub coworkers interpret which
artifact on the hub table the satellite worker is looking at. Early feedback on
usability show the benefits for satellite workers, by improving visibility of hub
artifacts and hub coworkers’ activities while maintaining their spatial relations.
We show that screen space can be better leveraged through strategic placement
of interface elements to support non-verbal communication in video conferencing
and thus convey a satellite worker’s gaze direction.

2 Related Work

2.1 Gaze Awareness Among Remote coworkers

One-to-one Remote Collaboration: Gemmel et al. [24] and Giger et al. [25]
proposed using computer vision to manipulate eye gaze in the remote worker’s
video. They focused on achieving direct eye contact by correcting the disparity
between the location of the video conferencing window and the camera.
Multi-party Remote Collaboration: In the Hydra system [7], each remote
party was represented by a hardware device containing a display, a camera, and
a microphone. These were spatially arranged in front of the local worker, helping
convey the worker’s gaze.
Group-to-group Remote Collaboration: For each participant, MultiView [8]
used one camera and one projector to capture and display each person on one
side from the perspective of each person on the other. Similarly, MMSpace [13]
placed multiple displays around the table of a local group, each representing a
worker on the remote side, replicating the sitting positions of the remote workers.
Both systems maintained correct gaze awareness between remote coworkers.
Hub-satellite Remote Collaboration: Jones et al. [15] installed a large screen
on the satellite’s side to display the hub’s video stream and employed multiple
cameras to construct a 3D model of the satellite worker’s face to help hub cowork-
ers perceive their gaze. Pan and Steed [9] and Gotsch et al. [16] also used an array
of cameras to capture the satellite worker’s face from different angles, selectively
displaying the images to hub coworkers on a cylindrical display.

While most previous work focused on direct eye contact and gaze awareness
between remote coworkers, only a few have attempted to provide correct inter-
pretation of gaze toward shared artifacts - either virtual artifacts shared through
a synchronized system or physical artifacts at either location - mandatory in hub-
satellite collaboration that involves shared objects on the hub table. In addition,
the above systems often require specialized hardware, which is not suitable for
a traveling satellite worker who needs a lightweight and mobile device.
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2.2 Gaze Support for Shared Virtual Artifacts

ClearBoard [11] creates a write-on-glass metaphor by overlaying a shared digital
canvas on the remote coworker’s video feed, inherently conveying gaze between
two remote people working on the canvas. Similarly, Holoport [14] captures im-
ages of the hub’s workers using a camera behind a scree, which helps convey
coworkers’ gaze among each other as well as towards on-screen artifacts. GAZE
and GAZE-2 [1, 18] introduce a 3D virtual environment where the video stream
of each worker is displayed on a 3D cube that could change direction to con-
vey the worker’s gaze toward others. Hauber et al. [12] evaluated a setup where
workers were equipped with a tabletop showing a shared display, coupled with a
screen showing the video feeds of the remote workers. A camera was mounted on
top of the screen to capture remote workers’ faces. They also compared this tech-
nique with the a 3D virtual environment of GAZE [1]. Finally, Avellino et al. [31]
showed that video can be used to convey gaze and deictic gestures toward shared
digital content in large wall-sized displays.

All these systems convey gaze direction to shared virtual artifacts by keeping
the spatial relation of the video feed to the digital content. While they demon-
strate that people can interpret gaze direction from a video feed, these techniques
are not applicable in the context of hub-satellite collaborations involving physical
artifacts on the hub table. These systems are designed for symmetric and specific
settings such as large interactive whiteboards or wall-sized displays, which are
not appropriate for mobile workers or small organisations.

2.3 Gaze Support for Physical Artifacts

Visualizations that indicate remote gaze direction have been explored for sup-
porting physical collaborative tasks [2, 5, 29]. Otsuki et al. [17] developed Third-
Eye, an add-on display that conveys the remote worker’s gaze into the 3D physi-
cal space. It projects a 2D graphic element, controlled by eye tracking data of the
remote worker, onto a hemispherical surface that looks like an eye. However, such
mediated representations might introduce spatial disparities when compared to
unmediated gaze, potentially leading to confusion and reducing the value of the
satellite’s video feed. These solutions add complexity to the satellite worker’s
setup, by adding specialized hardware such as an eye tracker.

Xu et al. [6] introduce an approach for conveying the satellite worker’s at-
tention in hub-satellite collaboration. The satellite worker can view a panoramic
video stream of the hub on their screen, captured by a 360◦ camera, and manually
select the area of interest in the video. A tablet on the hub’s side, horizontally
placed under the 360◦ camera, showed an arrow pointing at the area selected by
the satellite worker. This solution cannot convey the satellite’s attention toward
physical artifacts as it lacks the vertical dimension of their gaze, and using an
arrow to represent gaze might also be distracting and unnatural for the hub
coworkers as compared to an unmediated gaze.

Finally, CamBlend [19] used video effects to blur the 180◦ video of the remote
side, encouraging the user to focus on an area of interest in order to view it in
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high resolution. This mimics a human’s visual system, where foveal (central)
vision has much higher acuity than peripheral vision [20]. CamBlend did not
however aim to convey the satellite’s gaze. GazeLens leverages this technique to
provide the satellite worker with an overview of the hub’s space, while guiding
the satellite worker’s attention to strategic locations in order to explicitly convey
their gaze to the hub workers.

3 GazeLens Design

GazeLens is designed to improve the hub coworkers’ perception of the satellite
worker’s gaze. It is motivated by the limitations of current video conferencing
systems in conveying gaze.

3.1 Gaze Perception in Video Conferencing

Stokes [22] and Chen [10] showed that when the angle between the gaze direction
and the camera is less than 5◦ in video conferencing between two people, the
remote person perceives direct eye contact. Moreover, when one person looks
towards the right of the camera, the remote person feels they are looking at
their right shoulder, and so on. While this effect can be leveraged to establish
eye contact between pairs of video conferencing endpoints [10], it may also be
used for gaze interpretation in groups, such as hub-satellite settings.

Fig. 2: Hub table captured by a camera placed (a) below and (b) above the hub screen
(image courtesy requested).

3.2 Limitations of Hub-Satellite Communication Systems

The screen on the hub side showing the satellite’s video often uses a wide-
angle camera that captures an overview of the hub environment, so the satellite
worker can view the hub (Figure 2). Two typical placements for this camera
are just above the screen, such as in the Cisco MX Series [34] and Polycom
RealPresence Group Series [35] or below the screen, as in the Cisco SX80 [36]
or AVS solutions [37]. Neither of these setups effectively conveys the satellite
worker’s gaze back to hub coworkers nor at the artifacts on the table. When the
camera is placed below the screen, artifacts on the table are largely occluded or
difficult to see, but the satellite sees hub worker’s faces straight on (Figure 2a).
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With a placement above the screen, the hub’s artifacts are less occluded, but the
hub’s environment as a whole seems distant, with a distortion of deep perspective
where coworkers appear small (Figure 2b, note the distant table edge). This
“mapping” of the hub’s environment onto the satellite’s computer screen leads
to hub coworkers being unable to distinguish the satellite’s gaze toward different
people and artifacts. Additionally, hub coworkers near the camera appear lower
on the satellite’s computer screen, making it harder for them to discern whether
the satellite worker is looking at a coworker or at an object on the table.

3.3 Design Requirements

With these limitations in mind, we derived the following design requirements for
a video conferencing system that can convey the satellite worker’s gaze toward
their hub coworkers and physical artifacts:

DR1 : the system needs to display a view of the hub to the satellite worker in
which they can see both the hub coworkers’ faces and the artifacts on the table
without occlusions.

DR2 : the system should allow hub coworkers to clearly distinguish if the
satellite worker is gazing toward individual coworkers or hub table artifacts.

DR3 : the system should allow hub coworkers to accurately interpret the
satellite worker’s gaze toward physical artifacts.

DR4 : the system should only rely on video to convey the satellite worker’s
gaze, and avoid mediated gaze representations such as arrows, pointers or virtual
arms, which introduce spatial and representational disparities.

DR5 : the system for the satellite worker should consist of a lightweight and
mobile device which does not require any calibration, suitable for traveling.

3.4 GazeLens Implementation

Hub side: to ensure DR1 , GazeLens captures the panoramic video of the cowork-
ers sitting around the hub’s table using a 360◦ camera placed at the center of
it, and it captures the scene using a camera mounted on the ceiling to avoid
occluding artifacts on the hub table (see Figure 1a).

Satellite side: GazeLens presents the two video feeds to the satellite worker
on a standard laptop with a camera, satisfying DR5 (see Figure 1b). Their
presentation is designed so that it improves the interpretation of the satellite’s
gaze. To fulfill DR2 , the video feed displaying hub coworkers should be placed
near the satellite’s laptop camera, located above the screen. This panoramic
video is then segmented on the satellite’s display to maintain spatial fidelity:
the hub coworkers sitting in front of their screen are shown in the center of the
satellite’s video, while those on the sides of the hub table are displayed on their
corresponding sides. The overview video of the hub table is displayed below the
panoramic video of the hub coworkers (Figure 3).

To address DR3 , the video of the hub table view is scaled to fit the satellite’s
screen and to maximize the size of any objects on it, although this leads to dif-
ferent gaze patterns depending on table shape. Stretching this video to maintain
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Fig. 3: GazeLens interface with (a) a lens showing a close-up of an artifact on the
table and (b) a lens highlighting a hub worker’s position around the table. Lenses are
triggered when users click on the video feeds, the lens on artifacts is rotated either by
dragging the handle or simply clicking on the border at the desired direction.

a specific size would solve this problem, but would also distort the objects. In-
stead, we chose a focus-based approach mimicking foveal and peripheral vision
to maximize variation of the satellite worker’s gaze, while preventing the hub
table representation from becoming distorted.

The focus-based interaction is implemented as a widget in the form of a
virtual lens that focuses on content. The hub’s table video is displayed in the
table’s actual aspect ratio and “out of focus,” using a video effect to mimic
the indistinct quality of peripheral vision. The satellite worker thus sees an
arrangement of artifacts but not their details. To see an object’s details, the
satellite selects it and a round virtual lens appears on the side showing a high-
resolution detail of the selected area. This lens is strategically placed on the
satellite’s screen so that when the satellite worker gazes at it, the hub coworkers
are able to correctly interpret which object is being looked at based solely from
the direction of the satellite’s gaze (see Figure 1c). This supports DR4 . The lens
position is interpolated by mapping the hub table’s video onto as much screen
space as possible below the hub coworker’s panoramic video. As artifacts can be
placed on the table from different directions, we implemented a rotation control
on the lens, which the satellite worker can use to rotate its content if needed
(Figure 3a).

To keep the satellite worker aware of the hub coworkers’ spatial arrangement
around the table, we segmented the hub’s panoramic video based on the table’s
aspect ratio, and placed the segments around the table at their corresponding
sides. These segments are then also displayed out of focus. When the satellite
worker wants to look at one of their hub coworkers, they select it within the
panoramic view at the top of the screen a square lens widget appears to guide
their gaze toward a specific person (see Figure 3b).

GazeLens is implemented using C# and .NET 4.5 framework5. In its current
implementation, the panoramic video height is equal to 20% of the entire screen
height. When displayed on a 14-inch 16:9 conventional laptop screen, this creates
a distance of around 4cm from the built-in camera to the top edge of the screen
showing the panoramic video of the hub. Assuming that the satellite worker is 45

5 https://docs.microsoft.com/en-us/dotnet/framework/
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cm from their screen, and the hub screen is placed at the center of the table edge,
this 4 cm distance creates the desired visual angle of 5◦ between the satellite’s
camera and the panoramic video showing their hub coworkers, establishing direct
gaze [10]. This size is also sufficient to avoid distortions in the panoramic video.
The lenses are activated by a left-button mouse click event on non-touch screen
computers, and by a touch down event on touch devices.

4 Study 1: Accuracy in Interpreting Satellite’s Gaze

We evaluate whether GazeLens can improve hub coworkers’ ability to interpret
a satellite’s gaze by comparing it to a conventional video conference system
(ConvVC). ConvVC displays the hub side in full screen on the satellite’s screen,
still guiding their gaze towards right direction. To our knowledge, no off-the-
shelf video conferencing interfaces for laptop/tablet offer better unmediated gaze
towards people and artifacts than a ConvVC. We test the following hypotheses:

– H1: GazeLens improves accuracy of gaze interpretation compared to ConvVC;
– H2: GazeLens outperforms ConvVC for gaze interpretation accuracy both

when the hub coworker sits in front of and to the side of screen; and,
– H3: GazeLens incurs a lower perceived workload than ConvVC.

4.1 Method

The study has a within-subjects design with the following factors:

– Interface used by the satellite worker with levels: GazeLens and ConvVC;
– Position of the hub participants around the hub table with levels: Front

and Side of the screen.

We controlled two secondary factors Actor and Target. We recorded 3
video sets of different Actors to mitigate possible effects tied to one of them in
particular. Each Actor gazed at 14 Targets located on and around the table
(Figure 4) as if he/she was the satellite worker.

Conditions were grouped by Position, then by Interface and then by
Actor. The presentation order of these three conditions was counterbalanced
using Latin squares. Each Latin square row was repeated when necessary. For
each Position × Interface × Actor condition, the order of the 14 Targets
was randomized so that successive videos never showed the same target as the
previous one (and with a different Actors). Participants performed in total 168
trials (2 Positions × 2 Interfaces × 3 Actors × 14 Targets).

4.2 Participants

Twelve participants (7 male), aged 22 to 33 (median = 25), with backgrounds
from computer science, interaction design, and social science participated in the
study. This sample size is the average one reported in CHI studies [38] and also
used in related work [17, 31]. Pilot studies determined that effects are strong
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enough to be observed with this sample size. All participants had normal or
corrected-to-normal vision. Three never used video conferencing applications,
two used them on a monthly basis, five on a weekly basis, one on a daily basis
and one multiple times a day. Each received a movie ticket for their participation.

Fig. 4: (a) Hub space with target arrangement as used in Study 1. (b)GazeLens interface
and (c) conventional interface ConvVC with the experimental setup.

4.3 Hardware and Software

For video recording the stimuli, we used a conventional laptop, a typical com-
mercial foldable laptop with a screen size of 11−17 inches (here, 14 inches) with
a built-in front facing camera, for the satellite worker, as it is still one of the
most common device used by travelers. Due to the low resolution of our laptop’s
built-in camera, we used a Plexgear 720p webcam6 mounted at the same position
as the laptop’s built-in camera to record Actors. Using a high-res camera does
not reduce the validity of the study as we are not investigating the effect of image
quality. Also, many current conventional laptop models have high resolutions.

On the hub side, we used a 80cm× 140cm rectangular table with a height of
60cm to accommodate 6 people. The 14 Targets (12cm× 12cm) were divided
into two groups: 9 (labeled from 1 to 9) arranged in a 3× 3 grid on the hub table
represented artifacts, and 5 (labeled from A to E) around the table representing
coworker targets. This left one edge occupied by the screen, two targets on each
140cm vertical edge and one on the 80cm horizontal edge (Figure 4). We used 5
hub coworkers in the study as it is a typical small team size and offers sufficient

6 https://www.kjell.com/se/sortiment/dator-natverk/datortillbehor/webbkameror/plexgear-
720p-webbkamera-p61271
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challenge for interpreting gaze. Hub coworkers were 65cm higher than the table,
approximated to the average eye-level height of a person sitting on a 45cm-high
chair, the average for office chairs [23]. The distance from a coworker to its
nearest neighbor (proxy or hub screen) was 80cm, and to the nearest edge of
the table was 35cm. We used a 25-inch monitor to display the satellite’s video
stream, placed on a stand with the same height as the table.

To capture all the hub’s targets in the ConvVC condition, due to our labora-
tory’s hardware constraints, we simulated a wide-angle camera by coupling the
12-megapixel back camera of a LG Nexus 5X phone with a 0.67X wide-angled
lens. The phone was mounted above the screen and adjusted so that the proxies
were captured near the top edge of the video to convey the satellite worker’s
direct eye contact when looking at these targets (Figure 4-right/bottom). For
the GazeLens condition, we used a Ricoh R 360◦ camera to capture panoramic
video and a Logitech HD Pro Webcam C910 to capture the overview video of
the table (Figure 4-right/top).

Participants sat at two positions around the hub’s table: in Front, opposite
the screen and at the of the screen (positions A and C respectively on 4a). The
distance from the participant’s body to the nearest edge was around 35cm. As
the table was symmetric, the evaluation result from one side could be applied
to the other. We chose position A as it was closer to the screen than B or D,
causing the so-called Mona Lisa effect (where the image of a subject looking
into the camera is seen by remote participants as looking at them, irrespective
of their position) that could affect the gaze interpretation. The recorded videos
were displayed at full screen. The videos’ aspect ratio (4:3) mismatched the hub’s
screen (16:9). However, we did not modify the videos’ size to avoid a partial or
distorted view of the hub.

4.4 Procedure

After greeting participants, they signed a consent form and read printed in-
structions. Participants answered a pre-study questionnaire providing their back-
ground and self-assessing their technological expertise. They completed a train-
ing session before starting the experiment. We encouraged them to take a 5-
minute break between the two Position conditions and a 2-minute break be-
tween each 21 videos (middle and at the end of each Interface condition). It
took 1 hour 15 minutes for a participant to complete the study. Finally, they
answered the post-study questionnaires and received a movie ticket.

Video Recordings. We recorded 6-second videos of 3 different Actors
gazing at 14 targets in the satellite worker interface displayed on a 14-inch laptop
screen, for both GazeLens and ConvVC. We observed in pilots that 6 seconds
are long enough to make Actor’s gaze movements perceivable while avoiding
fatigue. ActorA was a 29-year-old man with brown medium-length hair and
hazel eyes, ActorB a 34-year-old man with short blonde hair and brown eyes,
and ActorC a 44-year-old woman with brown pulled back hair and hazel eyes.

Actors sat on a 45cm-high office chair 45cm away from the laptop screen,
which was placed on a 70cm-high office desk. In order to recreate a more realistic
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gaze, actors first looked at a starting point and then at the target. This causes
relative movements in the satellite worker’s gaze, which provides a context with
easier interpretation for the viewer. A target’s starting point was decided by
choosing its nearest neighboring label at an arbitrary point of 50cm, with the
exception of labels on the same grid row and column as the target. As humans
are less sensitive to vertical changes of gaze [10] and the distance between two
targets on the same row in conventional videos is smaller, satellite workers eye
movements become be noticeable. For each target, we recorded actors gazing
at them from three different starting points. We did not use a chin-rest for the
actors to make the recording realistic, however they were instructed to keep their
head straight. They were also instructed to look at the targets in natural ways
(i.e. they could turn their head if needed).

Task. Participants were advised to sit upright at Positions, and could lean
back if they got tired. However, if seated at the Side, they were not allowed to
lean toward the screen. Participants watched each video playing in an infinite
loop to avoid missing gaze movements due to distractions. There was thus no
time pressure for the participants as we focused on accuracy. When they were
ready to answer which target the Actor was looking at, they tapped a large
“Stop” button on an Asus Nexus 9 tablet. The tablet then showed a replica of
the table with the targets and hub coworkers laid out in the same fashion as on
the participant’s screen to make selection easier.

4.5 Data Collection and Analysis

We collected participants’ responses for each trial, i.e. which target they thought
was being gazed at, and their confidence in their answer (on 5-point Likert scale:
1 = not confident, 5 = very confident). We also recorded response time. When
two Interface conditions for each Position were completed, participants an-
swered a post-questionnaire indicating their perceived workload (based on NASA
TLX [33]), perceived ease to differentiate gazes at targets on and around the
table, perceived ease to interpret the satellite’s gaze and their interpretation
strategies in both conditions.

We define Gaze Interpretation Accuracy as the proportion of correct trials.
We define Differentiation Accuracy, i.e. the participant’s ability to differentiate
gaze at targets around or on the table, as the proportion of trials with gaze at
the correct set of targets on or around table.

4.6 Results

To analyze Gaze Interpretation Accuracy we perform a two-way factorial ANOVA
(Interface × Position). The result (Figure 5) shows an effect of Interface
(F1,44 = 7.33, p < 0.001), Position (F1,44 = 6.88, p < 0.01) and no interac-
tion effect Interface × Position (p > 0.1). GazeLens significantly improves
interpretation of the satellite gaze in comparison to ConvVC (31.45% ± 4.67%
vs 25% ± 3.51%, an increase of 25.8%, 6.45% effect size), supporting H1. As ex-
pected, participants interpreted the satellite’s gaze significantly more precisely
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Fig. 5: Gaze Interpretation Accuracy (in %) (left) and Gaze Differentiation Accuracy
(in %) (right) for Interface ×Position. Error bars show 95% confidence interval
(CI).

at the Front than Side Position (31.35% ± 4.96% vs 25% ± 3.13%). As there
is no interaction effect, we cannot reject H2. Data in Figure 5 suggests that
participants performed better with GazeLens at both sitting positions.

To analyze Differentiation Accuracy we perform a two-way factorial ANOVA
(Interface × Position). The result (Figure 5) shows an effect of Interface
(F1,44 = 20.77, p < 0.001), no effect of Position nor an interaction effect
of Interface ×Position (p > 0.1). Participants using GazeLens could bet-
ter differentiate gaze at targets around or on the table compared to ConvVC
(85.92%±2.38% vs. 76.78%±3.14%, p < 0.001).

A two-way factorial ANOVA analysis (Interface × Position) did not yield
any effect of Interface × Position on perceived workload (not supporting
H3), neither for answer time nor confidence (all p’s > 0.1). Finally, we did not
find any effect of Actor on Gaze Interpretation Accuracy nor Differentiation
Accuracy at targets on or around table, neither learning effects.

5 Study 2: Accuracy in Interpreting Gaze at Hub
Artifacts

Study 1 showed that GazeLens improves gaze interpretation accuracy in general.
We wanted to further investigate how accurately hub coworkers can interpret the
satellite worker’s gaze towards physical artifacts on the hub table. In reality, ar-
rangements of physical artifacts on the table can vary from sparse (e.g. meetings
with some paper documents) to dense (e.g. brainstorming with sticky notes,
phones, physical prototypes). This prompts the need to explore how the granu-
larity of artifact arrangement impacts a hub coworker’s gaze interpretation. We
also investigate if GazeLens can increase hub coworkers’ accuracy at interpret-
ing the satellite’s gaze compared to ConvVC, especially regarding error distance
along the two table dimensions: horizontal (X) and vertical (Y). We used a sim-
ilar experiment design to Study 1, where participants have to determine the
satellite’s gaze in prerecorded videos displayed on the screen at the hub table.

We operationalize artifacts arrangements through the granularity of layouts:
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– 3×3 (9 objects in a 3×3 grid): low-granularity arrangements to investigate
gaze interpretation accuracy in meeting scenarios involving paper docu-
ments,

– 5×5 (25 objects in a 5×5 grid): high-granularity arrangements to investigate
gaze interpretation accuracy in scenarios such as brainstorming.

We formulate the following hypotheses:

– H1: GazeLens improves the hub coworkers’ interpretation accuracy for gaze
toward objects on the hub table compared to ConvVC;

– H2: GazeLens outperforms ConvVC for gaze interpretation accuracy at both
levels of granularity;

– H3: GazeLens reduces X and Y error distance compared to ConvVC.

5.1 Method

The within-subject study design has the following factors:

– Interface used by the satellite to view the targets, with two conditions:
GazeLens and ConvVC; and,

– Layout of the artifacts on the table with two conditions: 3×3 and 5×5 grid.

For each participant, the conditions were grouped by Layout, then by In-
terface and then by Actor. Actors were the same as in Study 1.

The order of presentation was counterbalanced across conditions using Latin
squares for the first three conditions and randomized order for Target. Each
Latin square was repeated when necessary. For each Layout × Interface
× Actor condition, the order of the targets (9 for 3×3 and 25 for 5×5) was
randomized so a different succession of videos was shown for each target. Partic-
ipants took a 5-minute break between the two layout conditions, and performed
a training session before starting the experiment, where we ensured they covered
all Targets, Interfaces and Layouts.

5.2 Participants

Twelve participants—different from those in Study 1—8 males, aged 22 to 38
(median = 29), with backgrounds from computer science, interaction design, and
social science participated in the study. All had normal or corrected-to-normal
vision. Three used their computer on daily basis, eight multiple times a day and
one on a weekly basis. One had never used video conferencing applications, eight
used them on a monthly basis, one on a weekly basis, one on a daily basis, and
one multiple times a day. Each received a movie ticket for their participation.

5.3 Hardware and Software

We used the same cameras, hub table, hub screen, and screen placement as in
Study 1. To investigate gaze interpretation accuracy for different artifact sizes,
we used two different layouts on the table (Figure 4). We removed targets rep-
resenting hub coworkers in Study 1 to avoid distracting actors and participants.
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5.4 Procedure

We employed a similar procedure as in Study 1. However, participants took a
2-minute break after every 18 videos in the 3×3 layout, and after every 15 videos
in the 5×5 layout (the dense layout was more tiring).

Video Recordings. We recorded 306 6-second videos for the hub’s targets
of the same three Actors as in study 1: 81 videos for the 3×3 layout and 225
for the 5×5 layout. We used the same laptop, camera, placements of the devices
and Actors as in Study 1. Each video was also recorded in a similar procedure
as in Study 1: each Actor first looked at a starting point and then at the target.
We used the same criteria for choosing starting points for targets.

Task. We used a similar task as in Study 1, although participants only sat
at position A (Front) to watch the videos. The positions of the screen and those
of participants in relation to it remained the same.

5.5 Data Collection and Analysis

We collected data as in Study 1. We measure Gaze Interpretation Accuracy as in
Study 1 and two error measures: X-Axis Error and Y-Axis Error, denoting the
error between the correct and selected target along the table’s horizontal and
vertical orientation (X and Y axis in Figure 4a) respectively.

5.6 Results

Fig. 6: (a) Gaze Interpretation Accuracy (in %) for each Interface × Layout con-
dition. (b) X-Axis Error (in cm) and (c) Y-Axis Error (in cm) for each Interface ×
Layout condition. Bars indicate 95% CI.

We analyze Gaze Interpretation Accuracy as in Study 1 by performing a two-
way factorial ANOVA (Interface and Layout). The result shows an effect
of Interface (F1,44 = 69.26, p < 0.001), supporting H1, Layout (F1,44 =
69.50, p < 0.001) and Interface × Layout (F1,44 = 7.214, p < 0.05). A
post-hoc Tukey HSD test showed that GazeLens significantly improves Gaze
Interpretation Accuracy in both 3×3 layout (53.7%±7.06% vs 25.93%±4.81%,p <
0.001) and 5×5 layout (25.89%± 3.55% vs 11.67%± 3.5%, p < 0.001) supporting
H2. Post-hoc Tukey HSD tests showed significant differences between GazeLens
with 3×3 and GazeLens with 5×5 (p < 0.001), between GazeLens with 3×3 and
ConvVC with 5×5 (p < 0.001), between ConvVC with 3×3 and ConvVC with
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5×5 (p < 0.01). Figure 6a shows gaze interpretation accuracy in each Interface
× Layout condition.

To examine X-Axis Error, we perform a two-way factorial ANOVA anal-
ysis with Interface and Layout as factors. The analysis shows an effect
of Interface (F1,44 = 251.59, p < 0.001), partially supporting H3, Layout
(F1,44 = 27.54, p < 0.001) and no effect of Interface × Layout (F1,44 = 3.255,
p > 0.05). For Y-Axis Error we perform a two-way factorial ANOVA analysis
with Interface and Layout as factors. The analysis shows an effect of In-
terface (F1,44 = 11.29, p < 0.005), partially supporting H3, but no effect of
Layout and Interface × Layout (all p > 0.1).

We did not find any effect of Interface on answer time, self-confidence,
perceived workload and perceived ease of gaze interpretation (all p > 0.1). No
learning effect was found in term of gaze interpretation accuracy, X and Y-
axis error. Figure 7 visualizes the X and Y error distances at each target by
Interface and Layout. Figure 6 (b,c) shows X and Y error distance in each
Interface × Layout condition.

Fig. 7: X and Y-Axis Error visualization at each target in Study 2, in (a) 3×3 layout
using ConvVC, (b) 3×3 layout using GazeLens, (c) 5×5 layout using ConvVC, (d) 5×5
layout using GazeLens. Zero error is shown by an ellipse-axis equal to the target size.

6 Early User Feedback of GazeLens

The two previous experiments evaluated GazeLens on the hub side. We gather in
a last study early user feedback on its usability from the satellite worker’s per-
spective. We recruited five pairs of participants (8 male, 2 female, aged from 23
to 50, median 31) to solve a remote collaborative task. Participants had various
backgrounds from computer science, software engineering, and social sciences.
Participants in each pair knew each other well. Designing an experimental collab-
orative task for hub-satellite collaboration involving physical artifacts is compli-
cated by the complex communication required between coworkers and artifacts.
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To our knowledge, there is still no standardized experimental task for this. As we
focus on gathering feedback on the satellite’s side, for simplicity, we chose a stan-
dard task commonly used when investigating remote collaboration on physical
tasks: solving a puzzle by arranging a set of pieces into a predefined picture.

Each pair of participants consisted of a worker on the hub side and an in-
structor on the satellite side. The worker had all the puzzle pieces on the hub
table, but did not know the solution. The instructor knew the solution and
communicated with the worker via audio and video to guide them selecting and
arranging the pieces. This task can trigger movements of the hub worker, their
hands, and the artifacts on and around the table, which could be perceived dif-
ferently by the satellite worker on different video conferencing interfaces. Each
puzzle consists of 16 rectangular pieces, chosen so that they were hard to be
verbally described by color and visual patterns. We used the same laboratory
setup as in Study 1 and 2.

Participants performed the tasks in both interfaces on the satellite side, Gaze-
Lens and ConvVC, in order to have comparative views on their usability. They
familiarized themselves for about 15 minutes with each interface, and had 10
minutes to solve the task in each condition. Two different 50cm × 80cm puz-
zles with comparable levels of visual difficulty were used for two conditions.
The conditions and puzzle tasks were counter-balanced. We gathered qualitative
feedback in an interview after participants went through both conditions.

Only one instructors our of four reported perceiving inconvenient using Gaze-
Lens lenses. He reported that activating the lens on the table by mouse click was
quite tiring and suggested using mouse wheel scroll events to make the activa-
tion similar to zooming. All instructors reported that it was easier for them to
see the puzzle pieces’ content in GazeLens, as those at the far edge of the table
were hard to see in ConvVC, where they sometimes had to ask the performer
to hold and show it to the camera. One instructor, who often uses Skype for
hub-satellite meetings, really liked the concept of people around the table in a
panoramic video connected via a virtual lens. He could imagine that it could
help him clearly see everyone while knowing where they are sitting around the
table and what they are doing on the table during a meeting. Besides that, two
instructors reported that when the virtual lens was on the top of GazeLens’
table area it might obscure workers’ hand gestures.

7 Discussion

7.1 GazeLens Improves Differentiating Gaze Towards People vs.
Artifacts

Study 1 showed that GazeLens improves the satellite worker’s gaze interpretation
accuracy toward hub coworkers and, in particular, they are able to distinguish
with more than 85% accuracy if the satellite worker is gazing towards them or
towards the physical artifacts on the table. This is due to the position of the
panoramic video of hub coworkers’ at the top of the satellite interface, close to the
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camera, and the position of the artifact overview at the bottom of the interface.
To further improve this, we could explore increasing the gap between these two
views to obtain a larger, more distinguishable, difference in gaze direction.

7.2 GazeLens Improves Gaze Interpretation Accuracy

Study 2 showed that GazeLens improved gaze interpretation accuracy for table
artifacts not only in sparse (3 × 3) but also dense (5 × 5) arrangements. This
can be explained by how the entire laptop screen is used to make the satellite’s
worker’s gaze better aligned with the hub artifacts as compared to the ConvVC
condition, as stated by P10: “To determine where the satellite worker was gazing,
I could imagine a line of sight from his eyes to the table/person”. We argue that
in ConvVC, due to the perspective projection of the hub table, distances between
objects at the far edge of the table appear too small, making gaze toward them
indistinguishable. This was confirmed by participant comments about the satel-
lite’s gaze in ConvVC: “It was hard compared to the other condition [ GazeLens ]
because they just stared at the table and I had no clue which number was the ex-
act one” (P6); “the differences between different gazes felt very small” (P5) and
“They were looking more at the center” (P9) . In contrast to ConvVC, partici-
pants perceived the satellite worker’s gaze in the GazeLens condition as “more
obvious”, “clearer” and “easier to determine where they are looking”.

Small between-object distances in ConvVC also caused negligible eye move-
ments in the videos where the satellite worker gazes from the starting point to
the target: “They moved less and thus gave me fewer references to be able to
get a picture of what they were looking at”; “Eye movements were very small
and the angles were hard to calculate in my head” and “The eyes did not move
and I got confused”. In contrast, participants perceived eye movement in Gaze-
Lens condition as “clearer”, “easy to distinguish from side to side”, “enough to
follow”, “sometimes added with head movements, easier to determine”.

When investigating X-Axis and Y-Axis Error, it was not surprising that
horizontal gaze changes were perceived more accurately than vertical ones, as
people are more sensitive to horizontal gaze changes, especially when the gaze is
below the satellite’s camera [10]. Furthermore, laptops have landscape screens,
leaving less vertical space to position the lens than in the horizontal direction-
making gaze differences more distinguishable in the horizontal orientation. In
future work, we want to explore how to improve gaze perception in the vertical
dimension.

7.3 Limitations and Future Work

Although most of the participants reported that the satellite worker’s gaze was
clear and easy to interpret with GazeLens, two participants in Study 1 reported
that they did not feel the satellite worker was looking at any markers in partic-
ular, and their answers were just an approximation based on gaze. This can be
explained by the fact that at that moment GazeLens did not precisely calculate
the screen mapping based on the actual size of the table and the distance from
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the coworkers to the hub table. Achieving geometrically corrected gaze in video
communication is almost impossible, as it depends on several parameters that
cannot all be easily acquired in real-life hub-satellite scenarios, such as cam-
era focal length, camera position, video size, camera-scene, and screen-viewer
distance. GazeLens’ mapping strategy is effective at improving gaze interpreta-
tion and yet simple enough to be deployed in realistic scenarios. In future, we
will consider replacing the ceiling-mounted camera with a depth-sensing camera,
which can acquire the table size and coworkers’s distance from the table in or-
der to improve mapping. We are also interested to further study GazeLens with
different hub table shapes, sizes and layouts, using the current screen mapping
strategy and others. Likewise, due to the emerging use of tablets for work pur-
poses, it would be valuable to study GazeLens on tablet devices both in portrait
and landscape display mode.

In our last study, participants perceived GazeLens positively, without us-
ability issues. Still, we plan to improve the system by making the virtual lens
over the table less occlusive in the future setup using a depth-sensing camera,
by detecting the presence of hub workers’ hand gestures and dynamically ad-
justing the opacity of the lens. Besides that, we plan to study how expertise
might influence time needed to learn GazeLens, as we think that probably this
is not enough to make an impact on the hub side, which is unaware of what is
shown on the satellite’s interface. Lastly, we plan to extended GazeLens to sup-
port multiple satellites, for instance by representing each one by a screen placed
around the hub table and the corresponding video feeds adjusted accordingly
(e.g. re-segment panoramic video, change orientation of the table’s video).

8 Conclusion

While conventional hub-satellite collaboration typically employs video confer-
encing, it is difficult for hub coworkers to interpret the satellite worker’s gaze.
Previous work supporting gaze between remote workers has not addressed shared
physical artifacts used in collaboration, and support for conveying gaze in remote
collaboration with asymmetric setups is still limited. We designed GazeLens, a
novel interaction technique supporting gaze interpretation that guides the at-
tention of the satellite worker by means of virtual lenses focusing on either hub
coworkers or artifacts. In our first study, we showed that GazeLens significantly
improves gaze interpretation over a conventional video conferencing system; and
also that it improves hub coworkers’ ability to differentiate the satellite’s gaze
toward themselves or artifacts on the table. In our second study, we found that
GazeLens improves hub coworkers’ interpretation accuracy for gaze toward ob-
jects on the table, for both sparse and dense arrangements of artifacts. Early user
feedback informed us about the advantages and potential drawbacks of Gaze-
Lens’ usability. GazeLens shows that the satellite worker’s laptop screen can be
fully leveraged to guide their attention and help hub coworkers more accurately
interpret their gaze.
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Fig. 1. An AR user and a remote desktop collaborator perform a physical furniture arrangement task around a
virtual 3D house model. (a) AR user’s view displayed in the headset and three alternative views of the remote
collaborators available in the ARgus interface: (b) a fully virtual view, (c) a first-person view streamed from the
headset, and (d) an external view streamed from a depth camera. Project page: hÿps://argus-collab.github.io

Establishing an eÿective collaboration between augmented-reality (AR) and remote desktop users is a chal-
lenge because collaborators do not share a common physical space and equipment. Yet, such asymmetrical
collaboration conÿgurations are common today for many design tasks, due to the geographical distance of
people or unusual circumstances such as a lockdown. We conducted a ÿrst study to investigate trade-oÿs of
three remote representations of an AR workspace: a fully virtual representation, a ÿrst-person view, and an
external view. Building on our ÿndings, we designed ARgus, a multi-view video-mediated communication
system that combines these representations through interactive tools for navigation, previewing, pointing,
and annotation. We report on a second user study that observed how 12 participants used ARgus to provide
remote instructions for an AR furniture arrangement task. Participants extensively used its view transition
tools, while the system reduced their reliance on verbal instructions.
CCS Concepts: • Human-centered computing → Computer supported cooperative work; Mixed /
augmented reality; Collaborative interaction.
Additional Key Words and Phrases: Augmented reality, remote collaboration, video-mediated communication.
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1 INTRODUCTION
Augmented reality (AR) technologies radically change the way 3D design teams work together. AR
users can move away from the screen of their computer to interact directly with the objects of a
virtual scene and naturally navigate in their physical space. AR also strengthens collaboration by
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adding virtual aids [39] while preserving traditional communication channels, such as voice, gaze
and gestures. Previous work has investigated the use of AR for a diverse range of collaborative tasks,
from interior design for couples [48] and science teaching [51] to industrial manufacturing [60].
Unfortunately, real-time collaboration is a challenge when users work remotely and, consequently,
they do not share the same physical environment and do not all have access to AR equipment. Such
situations have become commonplace during the still ongoing COVID19 pandemic [5]. Many design
and research teams have found themselves to work remotely, relying on video-communication
software to collaborate together [63]. Some experts predict that such situations are not temporary
– they will largely persist after the pandemic [10]. HCI research thus needs to better understand
how diÿerent remote workspace conÿgurations support collaboration in these new contexts.

While screen sharing has been a valuable tool of collaboration for remote desktop users, sharing
the workspace of a collaborator wearing an AR headset requires a new set of tools that considers
both the physical and the virtual space of the AR user. In this direction, several AR technologies
such as the Microsoft HoloLens enable AR users to video-stream their view. Yet, such views are
not interactive and do not oÿer independent camera control to remote viewers. According to Tait
and Billinghurst [52], increased view independence results in stronger collaboration performance.
However, view independence requires that the physical environment of the AR user is reconstructed
in real time, such that it can be smoothly integrated into the 3D virtual scene. Unfortunately,
existing solutions for reconstructing independent AR views have serious limitations. For example,
techniques based on multiple depth sensors [7, 9] require heavyweight instrumentation, consume
large volumes of bandwidth, while the quality of their reconstructed models is still limited and
largely unrealistic [25]. Other 3D reconstruction techniques [19, 36] pose signiÿcant constraints on
the view possibilities of remote users.
The alternative approach that we investigate here is to oÿer remote users multiple view rep-

resentations, where each provides a diÿerent aspect of the workspace of the local AR worker.
We focus, in particular, on tasks that require access both to a virtual model and to its physical
context, or to physical objects that interact with the virtual model. In this case, remote collaborators
must make decisions about which representation to use to eÿectively complete the task. We study
three complementary representations: (i) a ÿrst-person view as provided by the AR headset, (ii) an
augmented third-person view as captured by a ÿxed camera with a depth sensor, and (iii) a fully
virtual representation. The ÿrst two representations show the real-word scene but do not support
view independence. The last representation, in contrast, supports full view independence but does
not capture the real-world scene. However, by providing tools for switching between these repre-
sentations, we expect that remote users will develop strategies that leverage their complementary
roles. We frame our research questions as follows:

RQ1: How do remote users perceive the trade-oÿs of the three representations when
providing instructions to anARworker? Several past studies [18, 20, 51] have studied the
trade-oÿs of ÿrst-person and third-person views, but as we discuss in this paper, their results
are somehow contradictory and non-conclusive. Others [52] have studied fully independent
views, but only ones that rely on the 3D reconstruction of the real scene.

RQ2: If we oÿer remote users the possibility to switch between representations, how
will they make use of them? To explore answers to this question, we integrate the three
representations into ARgus (see Fig. 1), a remote collaboration system. A key contribution of
ARgus is on how its user interface merges representations through a collection of interactive
tools for previewing, between- and within-view navigation, camera control, 3D pointing, and
annotation.
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We report on the results of two user studies, one for each question. The ÿrst study examines
strengths and weaknesses of the three representations, focusing on the collaboration experience of
remote users when communicating spatial instructions. The second user study investigates how 12
remote participants use ARgus to guide a local AR user to complete an AR furniture arrangement
task. Our results provide a fresh perspective on the trade-oÿs of each representation. They also
help us characterize participants’ view-switching strategies, evaluate the perceived eÿectiveness
and utility of ARgus, and understand whether and how it assists remote communication.

2 RELATED WORK
Our research builds upon a rich volume of previous HCI work on remote collaboration.
The role of viewpoint in video-mediated collaboration. When people do not share the same
space, video is the most common communication medium. Its role is to bring a common ground of
understanding (or conversational grounding [18]) and support workspace awareness [14] or a “shared
person space” that includes “facial expressions, voice, gaze and body language” [12].
The HCI literature has long examined the role of diÿerent views in video-mediated commu-

nication, especially in the context of physical tasks that involve spatial object manipulation and
construction. Back in the 90s, Kuzuoka [31] investigates spatial workspace collaboration through
SharedView, a video communication system. Kuzuoka’s study requires a remote expert to explain a
3D task to a local worker in a machining center and shows that the viewpoint of the video can
aÿect the eÿciency of communication. Gaver et al. [20] study the use of ÿve camera views for a
remote-collaboration design task. Their task requires a participant in a local oÿce to arrange the
furniture in a dollhouse in collaboration with a remote partner. Their results show that participants
largely preferred task-centered views than face-to-face communication. The authors also observe
that view switching can be problematic. In particular, multiple views can interfere with establishing
a common frame of reference, introduce discontinuities, and impede coordination.
Ten years later, Fussel et al. [18] compare two remote-view conÿgurations: (i) a head-mounted

camera with eye tracking, and (ii) a scene camera placed at the back of the worker, providing a
wider but ÿxed view of the working environment. The scene camera is shown to be preferable and
improve communication eÿciency, while the head-camera view does not add any beneÿt compared
to an audio-only condition. Similarly, adding a second, head-camera view to a scene-camera view
seems to deteriorate rather than to improve collaboration performance. A more recent study [51]
in the context AR video collaboration for 3D guidance tasks also shows that a third-person view
results in better task performance and higher user satisfaction than a ÿrst-person view.

However, other studies show advantages in combining multiple alternative views. For example,
Schafer and Bowman [45] study a virtual furniture arrangement task and observe that the availability
of two alternative representations (virtual 3D and ÿoor plan) “enabled the users to investigate diÿerent
aspects of the space.” Ranjan et al. [41] ÿnd that remote users complete complex lego-construction
tasks faster with automatic pan-tilt-zoom camera than with a static camera. Giusti et al. [21]
investigate how a local user and a remote expert conÿgure a mobile phone and a tablet to repair
a Lego model or replace a punctured bike tube. When both a phone and a tablet was available,
local users tended to ÿx the tablet’s camera view to show an overview of their workspace and
sometimes their face, while they used the camera of their mobile phone when they needed to zoom
in on speciÿc parts to show details. Lanir et al. [32] investigate user performance and behavior
with respect to who (the local vs. the remote user) has the camera control. Their conclusion is that
the outcome depends on the situation and task at hand. Overall, results are far from conclusive but
seem to suggest that the most suitable strategy is to give users control over alternative views, each
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adapted to a diÿerent type of task. Our goal is to verify this hypothesis and investigate mechanisms
that help users eÿectively control these views.

Finally, in the context of remote AR collaboration, Tait and Billinghurst [52] evaluate how varying
degrees of view independence aÿect collaboration. They ÿnd that more independent views result in
faster task-completion time, higher user conÿdence, and fewer verbal instructions. Unfortunately,
the approach of Tait and Billinghurst [52] requires the physical environment of the local user to
be reconstructed as a virtual 3D model. This model does not capture dynamic changes in the real
environment, is limited in space and resolution, and does not include a natural representation of
the local AR user, who is represented instead as a virtual view frustum. Furthermore, to detect the
manipulation of physical objects and communicate it to remote users, the authors use a sophisticated
optical tracking system and attach infrared markers to a small set of preregistered physical objects.
Clearly, such conÿgurations are extremely hard to set up and do not scale to real-world collaboration
tasks. Next, we discuss the limitations of 3D reconstruction methods in more depth and present the
state-of-the-art of view transition techniques.
Remote representation of an AR workspace. A key challenge for remote AR collaboration is
how to communicate information about the physical space while enabling users to navigate in the
scene and manipulate objects. A common solution is using virtual replicas of the physical objects.
For example, Oda et al. [38] focus on remote collaboration between an expert wearing a VR headset
and a local worker wearing an AR headset. Their system enables the expert to provide guidance by
moving or annotating the 3D model of an existing physical part (virtual replica) in the worker’s
virtual space.

Unfortunately, virtual replicas provide partial only information about the physical environment
of the local AR user. Feick et al. [17] combine, instead, two parallel views for a remote expert user: (i)
a video feed showing the other user manipulating a physical object, and (ii) a 3D scene that allows
the expert to gesture over a virtual proxy of the object. Kumaravel et al. [57] take this approach
even further. They study two representations that communicate the virtual and physical workspace
of a local user: (i) a 2D video stream and (ii) an hologlyph, a 3D representation of spatial data
captured by depth cameras and rendered as a point cloud. In other mixed-reality systems, remote
collaborators can switch between a 360� panorama video and a 3D reconstructed scene [56] or even
navigate in a point-cloud representation of the remote workspace through multiple depth cameras
that produce a real-time 3D reconstruction of the scene [9]. Other research explores techniques for
communicating cues about the gaze of collaborating users [24].
Despite their technical sophistication, the above systems have serious limitations. First, they

either support static 3D models or require remote users to have access to specialized and hard to
set up equipment. Second, even the most compelling systems suÿer form artifacts that limit the
realism of the reconstructed workspace. For example, the system of Bai et al. [9] (one of the very
few to support real-time scene reconstruction) can only display low-resolution 3D panoramas and
simplistic avatar representations of the local user. But as Jones et al. [25] observe, the reduced quality
of a full 3D reconstruction can distort collaborators’ expressiveness and make them experience
an “uncanny valley of XR [extended reality] telepresence.” The authors also report that “the more
immersive an XR Telepresence system is, the more ampliÿed technical issues such as latency, video
quality, and control become” [25].

Other very active research in AR mobile collaboration [19, 36, 49] has introduced techniques that
enable remote users to interact with a reconstructed 3D representation of the remote workspace.
These techniques have similar limitations. Based on KinectFusion [23], BeThere [49] requires the
local user to pre-capture the 3D geometry of the workspace with a mobile depth camera and the
remote user to use a device with a depth sensor to interact with it. SLAM systems [19] provide a
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limited range of 3D navigation that is constrained by the image viewpoints seen by the camera of
the local user. Finally, systems based on light ÿelds [36] lack depth information, making occlusion
management problematic.
Since we do not expect the above problems to be solved any time soon, we limit our scope to

techniques of augmented video-mediated communication, as those require more lightweight setups,
consume less bandwidth, and do not suÿer from 3D reconstruction problems. Furthermore, as we
study tasks that involve both virtual and physical objects, we are also interested in how streamed
video can be coupled with fully virtual representations that aÿord free navigation.
View transition techniques. Purely virtual environments oÿer considerable freedom for remote
collaboration through arbitrary virtual cameras and views. For example, Photoportals [30] and
Spacetime [62] provide a range of imaginative techniques for viewpoint control in VR. In contrast,
AR collaboration is largely constrained by the position and coordination of physical cameras in the
environment of the local user. Previous work has tried to deal with this problem in diÿerent ways.
Rasmussen and Huang [42] show previews from multiple cameras to remote users who can then
switch between them. Sukan et al [50] enable mobile AR users to quickly switch between snapshots
of their past views. Komiyama et al. [28] provide techniques for a smooth transition among the
views of multiple physical cameras. Finally, Tatzgern et al [55] study how to seamlessly transition
between AR and VR views. Our system design draws inspiration from all this line of work.

3 DESIGN PROBLEM
We are interested in asymmetric collaboration setups that involve a local user with an AR headset
(e.g., a Microsoft HoloLens) and remote collaborators who participate from distance through a
desktop application. In contrast to approaches that require users at both ends to wear an AR or a
VR headset [9, 58], such setups are relatively lightweight and easy to employ, as they only require
the local user to have access to AR equipment. These setups thus oÿer high ÿexibility to the remote
collaborators, allowing them to work in many diÿerent situations, such as while traveling or in a
crowded open oÿce where physical space is limited.

Video has become the most common medium of remote collaboration and has taken a dominant
role during the ongoing COVID19 pandemic [63]. Our goal is not to replace video communication
but to enhance it with new visual and interaction modalities that leverage the beneÿts of AR
systems. A major challenge is how to deal with the asymmetry in the views of remote collaborators,
in particular how to enable them to easily navigate in the 3D environment of the AR user, inspect
the virtual content, and provide directions that require spatial orientation and awareness.

As we already discussed, we also dismiss solutions that require the reconstruction of the physical
workspace [9, 26, 52, 56], either because they cannot keep track of dynamic changes in the environ-
ment of the local user, or because they provide a largely unrealistic representation of the scene and
the local user, break the collaborators’ experience due to the “uncanny valley of XR telepresence”
[25], and amplify network outage problems [8].

We restrict our design space to lightweight conÿgurations that use a single external depth camera
in addition to the camera of the AR user’s headset. This external camera could be replaced by a
webcam or a smartphone since more and more devices are now equipped with a depth sensor. We
may even rely on standard webcams or smartphones in the near future, as a single monocular
camera can be suÿcient to provide depth data [34].

Focusing on the views of the remote collaborators, we investigate three design dimensions:

Workspace representation. It refers to the representation used by the system to help collab-
orators perceive each other and their shared workspace. This representation may consist
of a virtual 3D scene, video, or alternatively a combination of these two. Ideally, it should
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Fig. 2. Remote-view configurations tested by our first study: Hÿÿÿÿÿÿ Vÿÿÿ (leÿ), Eÿÿÿÿÿÿÿ Vÿÿÿ (middle)
and Vÿÿÿÿÿÿ Vÿÿÿ (right). A remote participant gives oral instructions to the AR user on how to position 3D
shapes on a virtual support.

provide spatial information about both virtual and physical objects in the workspace but also
information about the actual AR user, such as her or his body position and gestures.

Scene viewpoint. It determines which virtual and physical objects are visible at a given mo-
ment or during the whole collaborative task and from which perspective. Previous literature
often makes a distinction between a ÿrst-person and a third-person perspective (e.g., see
Komiyama et al. [28]). The former refers to the perspective of the AR user. It can be cap-
tured by a head-mounted and communicated to remote collaborators. The latter refers to an
out-of-body perspective as captured by external cameras.

View independence. A key problem is how to enable remote users to independently navigate
in the 3D space of the AR user to obtain a convenient view, e.g., a view that helps them
inspect details of the virtual model or avoids occlusions, and point to a position in space, e.g.,
to indicate a physical or virtual object to the local user.

Additional dimensions, such as display conÿguration and means of communication, can emerge
from this design space. We chose dimensions that focus on the collaboration process itself rather
than ones that deal with how collaboration is made possible, since many tools have already been
presented for this purpose [20, 51, 56, 61]. To simplify our user studies, we also decided to focus
on one-to-one collaboration. We defer the study of the more general case where multiple remote
collaborators participate to our future work.

4 USER STUDY 1
We conducted a user study to investigate our ÿrst research question (RQ1). The study examines
trade-oÿs of diÿerent workspace representations and scene viewpoints. In particular, it observes
how users provide remote instructions under three conÿgurations:

Hÿÿÿÿÿÿ Vÿÿÿ is an augmented video from a ÿrst-person viewpoint. We capture the video
directly from the AR headset to simulate the situation where the remote user sees the scene
“through the eyes” of the local user (see Fig. 2-left). The video feed integrates the virtual 3D
content into the physical scene of the AR user. The key strength of this conÿguration is that
collaborators share a common frame of reference. So they do not need to mentally rotate the
3D space [47] to communicate.

Eÿÿÿÿÿÿÿ Vÿÿÿ is an augmented video from an external (third-person) viewpoint. We use a
depth camera (Microsoft Kinect V2) to provide an overview of the full workspace of the local
user. A key question is how to optimally position the camera. In previous studies [18, 51],
in which the local worker remains seated, the external camera is positioned at the back left
(or right) side of the worker. This way, the two collaborators view the scene from a similar
perspective. Unfortunately, in such conÿgurations, the face, hands, and other key parts of
the worker’s body may not be visible. Furthermore, if the worker freely moves around the
model of interest, his or her body may occlude parts of the workspace. For these reasons,
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we excluded this alternative. For optimal visibility, the camera is positioned in front of the
AR user (at 2m height and approximately 2.5m away) and oriented 30� downwards. We also
ensure that the board on which the local user places objects is centered in the recorded
image. The video feed of this camera is augmented with the virtual 3D content visible in
the AR user’s workspace (see Fig. 2-middle). Compared to ÿrst-person views, external views
have been shown to increase communication eÿciency [18] and improve performance and
satisfaction [51]. Other authors observe that users strongly prefer them for “placing objects
recommended by themselves” [11].

Vÿÿÿÿÿÿ Vÿÿÿ is a fully virtual representation with a free viewpoint. Remote collaborators
see a virtual representation of the 3D scene. A simpliÿed avatar shows the head and hands of
the AR user (see Fig. 2-right). Remote users can freely navigate in the 3D scene and choose
their preferred viewpoint. This approach follows the naive metaphor of birds that can choose
the most convenient position to observe the AR user. Previous results [52] suggest that
this additional freedom in the choice of views can improve both the performance and the
conÿdence of remote collaborators.

The study took place during the COVID19 pandemic. To eliminate risks of contamination, the
experimenter (ÿrst author) acted as the local user wearing the AR headset for all sessions of the
study. Participants acted as remote collaborators and completed the study tasks from their home or
oÿce environment. The experimental protocols of our studies were approved by a local ethical
committee.

4.1 Participants
24 volunteers (11 women and 13 men) participated. They were 21 to 41 years old (Median = 26.5
years). All were frequent or occasional users of at least one video-communication tool, such as Skype
or Zoom. Seven participants frequently or occasionally used an AR or a VR headset. 11 participants
were frequent or occasional users of 3D games, game engines, or 3D modeling environments.
Participants were recruited by word of mouth and responses to a recruitment email sent to our
lab’s mailing lists. No compensation was given.

4.2 Apparatus
The experimenter set up the workspace in his home environment and interacted with the scene
through aMicrosoft HoloLens 2. For the calibration, the experimenter deÿned theHoloLens origin by
manually positioning a 3D object on an AprilTag [59] marker. The Kinect camera was automatically
calibrated by detecting this marker using the ViSP library [35]. Communication between the
participants and the experimenter was established through commercial video-communication
software (Skype or Discord). TheHÿÿÿÿÿÿVÿÿÿ and EÿÿÿÿÿÿÿVÿÿÿwere presented to participants
through screen sharing. For the Hÿÿÿÿÿÿ Vÿÿÿ, we used the Microsoft HoloLens 2 video-sharing
application [2] to stream live video from the headset. For the Eÿÿÿÿÿÿÿ Vÿÿÿ, our implementation
considered potential occlusions between virtual and real objects as "seen" by the Kinect camera. For
each pixel, a shader chose to display either the streamed video or the virtual object by respecting
their depth information from the camera. For the Vÿÿÿÿÿÿ Vÿÿÿ, participants downloaded and
executed a client application, which rendered an interactive 3D scene synchronized with the
HoloLens application via a remote server. This architecture is implemented with Unity 2019.4 and
used the Unet library [6] for network communication. Participants could pan, zoom, and rotate
the 3D scene using their mouse and keyboard. Finally, we used a website to guide participants in
the course of the experiment (see Fig. 3-a). This website provided information and instructions
regarding the conÿgurations and the task and linked to our online questionnaires.
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Fig. 3. (a) Remote participant interface used for our first study: tested view configuration on the leÿ (Vÿÿÿÿÿÿ
Vÿÿÿ in this example) and website used to give instructions on the right. (b) Close-up of the website showing
the target paÿern: the UI widget on the right allows participants to rotate the paÿern image. (c) Zoom-in on
the AR user workspace showing the virtual board with the finalized task: colored axes help participants make
the correspondence between the paÿern on the image and the virtual board shown on the view.

4.3 Task
Participants were asked to place 3D pieces of nine diÿerent shapes on a virtual board by giving
oral instructions to the experimenter who acted as a surrogate (see Fig. 2). The experimenter used
close and distant manipulation tools provided by the Microsoft HoloLens 2: its direct manipulation
gestures, its hand-ray tool and air-tapping for selection.

The solution to the task was a 2D top-view pattern that described how to position pieces in any
order. The pattern was randomly generated to contain eight pieces out of 18 pieces available in the
workspace. It was presented to participants as an image on the website and was unknown to the
experimenter (see Fig. 3-b). Its default orientation shown to participants reÿected the experimenter’s
perspective. The pattern was thus inverted with respect to the Eÿÿÿÿÿÿÿ Vÿÿÿ. To help participants
adapt the orientation of the 2D pattern as they would do with a piece of paper, we included UI
widgets for rotating the pattern. We also added colored axes both in the views and pattern images
to make correspondence clear. The virtual board was composed of a 9 å 5 grid of squares with side
length 10 cm (see Fig. 3-c). When a 3D piece was placed on the board, it was snapped to the grid.
Pieces had a maximum length of 30 cm (i.e., three grid squares).
As Kuhlen and Brennan [29] discuss, using a confederate in studies that involve conversations

between humans is a common research method, but its practice “might be hazardous” to collected
data. In particular, if confederates have an active, uncontrolled participation in the dialog and
are aware of the hypotheses of the study, they can bias the results. To reduce the risk of bias,
we established a minimalistic communication protocol for the experimenter. The experimenter
followed the participant’s instructions and only verbally intervened: (i) to ask the participant
to repeat an instruction if the instruction was not understood; (ii) to request conÿrmation for a
planned action; and (iii) to request conÿrmation for a completed action. The experimenter could
also answer questions concerning the user interface or the task, but we tried to respond to such
questions as much as possible during training. In contrast, the task required participants to take
the initiative as speakers, as Kuhlen and Brennan [29] also recommend.

4.4 Design
To keep sessions short, we simpliÿed the experimental design by dividing the user study into two
independent parts. Focusing on the viewpoint (ÿrst-person vs. third-person) of AR video, Pÿÿÿ I
compared the Hÿÿÿÿÿÿ Vÿÿÿ with the Eÿÿÿÿÿÿÿ Vÿÿÿ. Focusing on the workspace representation
(virtual vs. AR) and the type of navigation control (remote user vs. local user control), Pÿÿÿ II
compared the Hÿÿÿÿÿÿ Vÿÿÿ with the Vÿÿÿÿÿÿ Vÿÿÿ. We divided our participants into two groups
of 12 participants, one for each part, trying to balance gender. We followed a within-participant
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design, where all 12 participants tested both conÿgurations. Half of them were ÿrst exposed to
the Hÿÿÿÿÿÿ Vÿÿÿ, and the other half starts with the second condition. For each conÿguration,
participants completed two main tasks, preceded by a training task with a simpliÿed pattern with
three only pieces.

4.5 Procedure
After signing a consent form, participants completed an online demographic questionnaire. Par-
ticipants went through a short tutorial that explained the two communication conÿgurations.
They were then introduced to the training and two main tasks of each conÿguration. Participants
evaluated the conÿgurations and the task through a set of questions divided into multiple short
questionnaires. Each participant answered seven questionnaires in total: one after each task (2
tasks å 2 conÿgurations), one after each conÿguration (2 conÿgurations), and one after the full
session. The full procedure lasted approximately 50-70 minutes.

4.6 Data Collection and Measures
We collected: (i) participants’ answers to the online questionnaires, (ii) recordings of the participants’
voice during the tasks, and (iii) logs of low-level software events (view positions, trajectories, and
time stamps). As we discussed above, the presence and collaboration role of the experimenter
adds bias in the way tasks are completed. As a result, task performance measures such as task-
completion time and errors are not reliable, and we do not consider them here. We focus instead on
how participants perceived diÿculty for diÿerent components of the task. We also report on the
participants’ preferences and their feedback about trade-oÿs of the compared conditions. Finally, we
examine the strategies that participants followed to complete the tasks. Consider that our analyses
are exploratory and should be interpreted as such.

4.7 Results
We present our main results. Anonymized data from this study and the R code of our analyses are
available as supplementary material at https://osf.io/g7xas.
Perceived task diÿculty. Participants rated the diÿculty for each sub-task through 5-point
Likert items (1 = very diÿcult, 5 = very easy). We miss the answers of one participant for these
questions in Pÿÿÿ I. The analysis of ordinal data with metric models is generally problematic [33].
We therefore use state-of-the-art cumulative probit regression models [13, 33] that enable us to
map ordinal scales to a latent (i.e., not observable) continuous variable and then express estimates
of diÿerences between conditions as standardized eÿect sizes. For an extensive justiÿcation of this
method and a comprehensive tutorial, we refer the interested reader to Bürkner and Vuorre [13].
The method is based on a Bayesian statistics [27] framework, but we emphasize that we do not
use informative priors here. Figure 4 presents the results of our analysis, where we compare the
perceived diÿculty of our conÿgurations through estimates of mean standardized diÿerences
expressed as 95% credible intervals1. Those are diÿerences over a continuous (rather than ordinal)
physiological variable of diÿculty and are expressed in standard deviation (SD) units. In contrast to
common non-parametric signiÿcance tests that rely on rank transformations, the approach enables
us to estimate the magnitude of the observed eÿects by means of probabilistic interval estimates
and eÿect sizes and thus better evaluate the statistical evidence about these eÿects.
The results indicate that participants perceived that the Eÿÿÿÿÿÿÿ Vÿÿÿ was easier than the

Hÿÿÿÿÿÿ Vÿÿÿ for searching pieces in their collaborator’s environment. In contrast, the Eÿÿÿÿÿÿÿ

1A credible interval is the Bayesian analog of a conÿdence interval. Unlike a 95% conÿdence interval, which is often
misinterpreted, a 95% credible interval expresses a range in which the parameter of interest lies with 95% probability [27].
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Explain how to correct a mistake

Describe where to correctly position a piece

Describe how to translate and rotate a piece
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Fig. 4. Comparing the perceived diÿiculty of diÿerent subtasks between configurations. For our analysis, we
use Bayesian ordinal (cumulative probit) models [13], which map the original ordinal scale of Likert items to
a latent continuous variable. The bars in the graph represent 95% credible intervals of mean diÿerences over
this continuous variable and can be treated as estimates of standardized eÿect sizes. Note that the unit of
these diÿerences is the standard deviation (SD) of the distribution of the latent variable.

Vÿÿÿ was more diÿcult for describing how to translate or rotate a piece and how to correctly
position a piece. This latter eÿect is especially pronounced. When exposed to the Eÿÿÿÿÿÿÿ Vÿÿÿ,
several participants struggled to correctly map their image of the pattern to the workspace of the
AR user. Because of the position of the external camera, the participants had to mentally perform a
rotation transformation to give the correct instructions. We further discuss this problem below. For
the other subtasks (communicate the correct piece and explain how to correct a mistake), we do
not observe any clear diÿerence between the two conÿgurations.
Diÿerences between the Vÿÿÿÿÿÿ Vÿÿÿ and the Hÿÿÿÿÿÿ Vÿÿÿ are more uncertain. There is a

trend that the Vÿÿÿÿÿÿ Vÿÿÿ was perceived as easier for searching pieces in their collaborator’s
environment, for describing how to correctly position a piece, and for explaining how to correct a
mistake. However, the low size of the sample does not let us draw clear conclusions.
Preferences. We also asked participants to compare the conÿgurations that they tested on six
diÿerent aspects of the collaboration task. Figure 5 summarizes our results. We observe that partici-
pants see diÿerent beneÿts in each conÿguration. They appreciated the ability of the Eÿÿÿÿÿÿÿ
Vÿÿÿ to provide awareness about the remote environment and help them search and locate pieces
eÿectively. However, most participants expressed an overall preference for the Hÿÿÿÿÿÿ Vÿÿÿ, as
it helped them perceive their collaborator’s actions, facilitated communication, and helped them
complete the task more eÿectively. The Vÿÿÿÿÿÿ Vÿÿÿ, in turn, was especially appreciated for
helping participants search and locate pieces eÿectively but also complete the task more eÿectively
than the Hÿÿÿÿÿÿ Vÿÿÿ. Overall preferences between the Vÿÿÿÿÿÿ Vÿÿÿ and the Hÿÿÿÿÿÿ Vÿÿÿ
were equally split.
Trade-oÿs. Open-ended questions in the questionnaires asked participants to elaborate on the
strengths and weakness of each conÿguration. All 12 participants of Pÿÿÿ I reported that providing
a global view of the workspace was the main strength of the Eÿÿÿÿÿÿÿ Vÿÿÿ. "The strongest aspect
was being able to see the overview of the scene and the entire puzzle we are building as a whole" (P1).
"The ÿxed camera implies that all the items always stay in view of the distance person, easier if

the collaborator cooperates less" (P11). As a comparison, in the Hÿÿÿÿÿÿ Vÿÿÿ "the environment is
reduced, and it takes more time to ÿnd your way around and locate all the items" (P3). "I do not have
an autonomy of my vision angle, I only see what he sees" (P5).
However, most participants evaluated this very same property of the Hÿÿÿÿÿÿ Vÿÿÿ as its

strongest aspect: "giving directions is much easier because I can just tell the partner to what I am
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Fig. 5. Distribution of participants’ preferences: Hÿÿÿÿÿÿ Vÿÿÿ vs. Eÿÿÿÿÿÿÿ Vÿÿÿ (leÿ) and Hÿÿÿÿÿÿ Vÿÿÿ vs.
Vÿÿÿÿÿÿ Vÿÿÿ (right).

doing!" (P5). According to P12, "you see through the eyes of [your partner], so you could exactly
guide his gestures like a puppet." In contrast, eight participants explicitly mentioned the inversion of
left and right as a major problem of the Eÿÿÿÿÿÿÿ Vÿÿÿ: "You are located on the opposite side so
everything is going to be the reverse to explain." (P12). Even though we allowed users to rotate the
reference image with the solution pattern (see Fig. 3-b), only half of them used this function, and
even this strategy did not seem to solve the problem for them.
As additional limitations of the Eÿÿÿÿÿÿÿ Vÿÿÿ, participants complained about distance dis-

tortions (P10), diÿculties in correctly perceiving depth (P1), a sense of "distantiation" (P12), and a
weaker sense of participation (P3).

The responses of the participants of Pÿÿÿ II focused on the same qualities and drawbacks of
the Hÿÿÿÿÿÿ Vÿÿÿ but raised additional concerns that the camera can be "shaky" (P19) and can
"induce motion sickness" (P13). Concerning the Vÿÿÿÿÿÿ Vÿÿÿ, participants especially appreciated
its navigation capabilities: "The user may navigate independently of the operator, make it possible
to change point of view, or see things out of the operator’s sight" (P13); "you are totally autonomous
on the vision of the environment" (P21). However, participants also identiÿed several weaknesses:
"I do not really know where my collaborator is looking at" (P15); "lack of information about the real
environment of the other user" (P18); "less points of reference than the previous conÿguration" (P22);
"users need to be used to 3D applications in order to place [their] view correctly" (P20).
Communication strategies. All participants frequently referred to their partner’s "left" and
"right" to communicate orientation. A common approach for indicating speciÿc objects was to
verbally describe their shape, e.g., by means of a letter of a similar shape ("Z", short "L", long "L",
etc). A small number of participants (four in total) responded that they sometimes or frequently
made use of physical objects in the experimenter’s space as reference for the two AR views. To
provide directions about how to rotate objects, strategies were more diverse. Several participants
described the angle (90 or 180 degrees) of the rotation and its direction (clockwise/anticlockwise
or left/right), while two participants acknowledged diÿculties in ÿnding an eÿcient strategy. For
translations, most participants used the edges and corners of the virtual table for reference, but for
higher precision, they also referred to the borders of other pieces on the table. In the Vÿÿÿÿÿÿ Vÿÿÿ,
participants’ dominant approach was to place the virtual camera above the head of the avatar of
their partner to obtain a similar viewpoint. According to our logs, four participants moved around
the board to discover a better viewpoint but also ended up placing the camera at this position.
User feedback. Two participants proposed to place the camera of the Eÿÿÿÿÿÿÿ Vÿÿÿ slightly
behind (P5) or above the head (P12) of the AR user, while P2 proposed to approach the camera closer
to the table. P14 and P21, instead, wondered about the possibility to increase the ÿeld of view of
the Hÿÿÿÿÿÿ Vÿÿÿ, e.g., by adding extra cameras, while three participants (P12, P13, P15) proposed
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to combine multiple views together. Finally, several participants made suggestions about pointing
techniques: a cursor for "indicating locations" (P17), a laser to "target speciÿc parts" (P18), clicking
with the mouse to "illuminate a piece" (P22) or to "ping" at a certain position as the Hÿÿÿÿÿÿ Vÿÿÿ
moves (P16), and "add a vocabulary to easier describe pieces" (P9).

4.8 Discussion
The task required the AR user to manipulate virtual only objects. This choice was made to ensure
that participants could complete the task under all three conÿgurations. Clearly, it overrates the
utility of the Vÿÿÿÿÿÿ Vÿÿÿ, which lacks support for physical objects. Furthermore, we notice that
some participants expressed strong preference for the Hÿÿÿÿÿÿ Vÿÿÿ over the Eÿÿÿÿÿÿÿ Vÿÿÿ.
The Eÿÿÿÿÿÿÿ Vÿÿÿ was also rated as more diÿcult for certain subtasks. This ÿnding is somehow
at odds with results of past studies [18, 51], suggesting that the speciÿcities of the task and the
camera viewpoint may have an important inÿuence to the success of a representation. In particular,
in the external views that those two studies compared, the camera was conveniently located to
the back left of the worker. As Shepard and Metzler [47] have shown, the time needed to perform
a mental rotation in 3D space linearly increases with the angular oÿset of a viewer’s viewpoint.
This mental-rotation model predicts longer reaction times for our 180� camera conÿguration and
implies a greater mental eÿort. An 180� oÿset also requires collaborators to reverse their wording,
e.g., to replace every egocentric "right" with a "left" [46].2

Despite the above shortcomings, the Eÿÿÿÿÿÿÿ Vÿÿÿ presents several beneÿts over the Hÿÿÿÿÿÿ
Vÿÿÿ. First, the view provided global awareness about the remote environment. Second, most
participants felt that it helped them search for and locate pieces with less eÿort (see Fig. 4-5). The
Eÿÿÿÿÿÿÿ Vÿÿÿ is also the only conÿguration that allows remote users to see the face and real full
body of their collaborators. Although the role of such information was not directly evaluated with
our task, it can be essential for supporting empathy [53] between participants and establishing
communication awareness [14].

5 ARGUS: A MULTI-VIEW COLLABORATION SYSTEM
The results of our ÿrst study show that each view conÿguration has unique qualities that are
diÿcult to substitute by the other two. The Eÿÿÿÿÿÿÿ Vÿÿÿ supports global awareness about the
physical environment of the local worker and helps the remote user search for objects that are
spread around the workspace. The Vÿÿÿÿÿÿ Vÿÿÿ supports independent navigation, helping the
remote user to provide instructions (e.g., about how to correct mistakes) from a convenient but also
stable point of view. Finally, the Hÿÿÿÿÿÿ Vÿÿÿ is especially eÿective for perceiving the actions of
the AR user and communicating egocentric instructions. Our research eÿorts thus focus on how to
combine them and how to give remote desktop collaborators direct control over their use. To this
end, we developed ARgus, a multiview collaboration system for 3D modeling (see Fig. 1). ARgus’s
implementation reÿects three design goals:

DG1. Communicate both real and virtual representations but without requiring the 3D re-
construction of the local workspace. We rely instead on video for capturing the physical
environment of the local AR user and his or her real body. As we discussed in previous
sections, this approach avoids problems associated with the 3D reconstruction of a physical
workspace.

DG2. Support both ÿrst-person and third-person views of varying levels of view independence.
This goal is consistent with the results of our formative study and recommendations of

2A mirror conÿguration would transfer the problem to rotational directions, e.g., a "clockwise" direction should become
"anticlockwise." Given their complexity, we suspect that the mental eÿort of such transformations would be even greater.
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Fig. 6. Desktop interface of ARgus used by a remote collaborator for the redesign of a bicycle saddle.

several older studies [20, 26, 40, 43, 52]. A challenge for ARgus was how to design eÿective
and consistent mechanisms for switching and navigating between and within views.

DG3. Provide tools that minimize communication eÿort and facilitate coordination. According
to Schober [46], speakers try to minimize the mental eÿort of their addresses and their own by
replacing speaker-centered descriptions (e.g., at "my left" or "your right") by neutral descriptions.
ARgus provides aids for neutral descriptions via direct-pointing and spatial-annotation tools.

Below, we present the main features of ARgus. Although the system supports bidirectional
communication, we focus in this paper on its design for remote desktop collaborators.

5.1 Combining Multiple Views
ARgus receives the augmented video streams from both an AR headset and an external depth
camera located in the AR user’s physical space. Furthermore, it maintains a synchronized version of
the virtual 3D scene and can generate virtual views from any workspace location. Remote users can
seamlessly switch between virtual and augmented video representations, as well as freely navigate
to any viewpoint on the 3D scene.
ARgus also oÿers the possibility to display live previews of all three views (Hÿÿÿÿÿÿ Vÿÿÿ,

Eÿÿÿÿÿÿÿ Vÿÿÿ, and Vÿÿÿÿÿÿ Vÿÿÿ). These previews are video thumbnails of alternative views
displayed in a small embedded window on top of the user’s current view. They allow users to take
a quick look at a diÿerent view, e.g., to inspect details of the physical environment that are not
visible in the current view or to decide whether it is worth switching views. This mechanism aims
to prevent the short bursts of switching between views observed by Gaver et al. [20] and facilitates
coordination when users ask their collaborator to temporarily switch to their viewpoint to approve
the veracity of their discovery [40].

5.2 Supporting Navigation
We provide several solutions for displaying previews, switching between views, and navigating in
the 3D scene.
Main user interface. The main window of ARgus’ user interface displays three circular buttons
for selecting views and getting feedback about the active view (see Fig. 6). When users hover over
a button, a live video preview is displayed on the top-left corner of the window. Clicking on the
button activates the view. We use a trajectory and ÿeld-of-view interpolation based on Cinemachine
[1] to animate the virtual camera in the 3D scene.
This solution ensures visual consistency among views, helps users understand the location of

distant viewpoints, and avoids disorientation. We also use a blur eÿect to smooth out transitions
between augmented video and virtual representations. We let users customize the duration of view
transitions.
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Fig. 7. The remote user hovers the mouse over the headset of the 3D avatar (leÿ) and Kinect 3D model (right)
to display the preview of the Hÿÿÿÿÿÿ Vÿÿÿ and the Eÿÿÿÿÿÿÿ Vÿÿÿ respectively.

Interacting with the 3D scene. The 3D scene of ARgus’ Vÿÿÿÿÿÿ Vÿÿÿ serves as the basis for 3D
navigation. It also oÿers an alternative solution for switching between views through interactive
virtual camera representations. In the Vÿÿÿÿÿÿ Vÿÿÿ, users can use the mouse to rotate their
viewpoint around the center of the 3D scene and translate it (pressing ÿÿÿ). The same navigation
capabilities are available in the two augmented-video representations, the Hÿÿÿÿÿÿ Vÿÿÿ and the
Eÿÿÿÿÿÿÿ Vÿÿÿ. However, since remote users do not have direct control of the position of the two
physical cameras (i.e., the external and the head-mounted camera), navigation actions within these
views immediately cause the view representation to turn to virtual. This design approach ensures
that interaction is consistent across all views.
The 3D scene includes virtual representations of the physical cameras themselves. Users can

interact with them to preview or activate their corresponding views. For example, Fig. 7 shows
the active Vÿÿÿÿÿÿ Vÿÿÿ of a desktop user who remotely collaborates for the redesign of a bicycle
saddle. The virtual view does provides no information about the real scene. Therefore, the remote
user hovers the mouse over the headset of the 3D avatar to better understand what her partner sees
(Fig. 7-left). She then hovers over the model of the Kinect camera (Fig. 7-right) to compare how
the three saddle designs look together with the bicycle’s real frame. Users may also decide to click
the mouse to switch to this view. Finally, the 3D scene includes guides (arrows and highlighting
eÿects) that help users locate the cameras and orient themselves in the 3D space.
Navigating with spherical views. Using base 3D rotation and translation interactions to closely
inspect speciÿc parts of a 3D model can be tedious and time consuming. To facilitate such tasks, we
adapt Navidget interaction technique [22] and integrate it into ARgus’ user interface as a Sÿÿÿÿÿÿÿÿ
Vÿÿÿ tool. Activated with a mouse right-click within either the Eÿÿÿÿÿÿÿ Vÿÿÿ or the Vÿÿÿÿÿÿ
Vÿÿÿ, the tool visualizes a sphere centered on the selected point. Users can move a virtual camera
on the surface of the sphere, and a camera preview is shown (see Fig. 8-left). The sphere radius can
be adjusted with the mouse wheel, causing the virtual camera to zoom in or out. Users can release
the mouse to switch to a desired view or press ÿÿÿ to keep the current viewpoint.
Viewpoint recording. Following the approach of Sukan et al. [50], we allow users to record
viewpoint locations (pressing a key) when they spot interesting views that they want to later reuse.
Viewpoint recordings are represented as virtual cameras. As all other cameras (see above), they
have a visual representation in the 3D scene, and users can interact with them to preview or switch
to their views.
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Fig. 8. Tools available in ARgus: Sÿÿÿÿÿÿÿÿ Vÿÿÿ (leÿ), Vÿÿÿÿÿÿ Sÿÿÿÿ (middle) and annotations (right).
5.3 Facilitating Communication
Other tools in ARgus focus on how to facilitate the communication of users (DG3).
AR user representation. The Vÿÿÿÿÿÿ Vÿÿÿ includes a synchronized representation of the AR
user with a simpliÿed avatar composed of a sphere wearing the 3D model of a Microsoft HoloLens 2
and virtual hands (see Fig. 7). Each hand is represented by 24 joints, connected by canonical shapes,
such as cylinders and squares. Both hands and head positions are retrieved from the MRTK libraries
[4]. In the Eÿÿÿÿÿÿÿ Vÿÿÿ, a vertical arrow on top of the real head of the AR user communicates
an interaction point for previewing and selecting the Hÿÿÿÿÿÿ Vÿÿÿ.
Pointing stick.As several participants of our formative study proposed, it is often useful to directly
point in the remote scene, e.g., to indicate an object or provide instructions about where to place it.
ARgus provides such functionality through a Vÿÿÿÿÿÿ Sÿÿÿÿ (see Fig. 8-middle). The stick starts
from the viewpoint’s origin. Its direction is controlled with the mouse, while its length can be
adjusted with the mouse wheel. A small sphere represents its tip, which is red if colliding with a
3D element and grey otherwise. A dotted line indicates its pointing direction, starting from its tip
and projected until its collision with a 3D model in the scene. We considered results by Brown et al.
[11], who report that users express a strong preference for surface-constrained pointing under all
circumstances. A virtual camera is attached to the tip of the stick, and a preview of this camera is
displayed on the top-left corner of the main window, helping users perceive depth and understand
where the Vÿÿÿÿÿÿ Sÿÿÿÿ is pointing at. In the Hÿÿÿÿÿÿ Vÿÿÿ, the view is frozen from the time
users activate the Vÿÿÿÿÿÿ Sÿÿÿÿ until they stop using it. Like in TransceiVR [58], freezing the
moving view allows users to focus on an interesting viewpoint and achieve more accurate pointing.
Annotations. Overlaying information in an AR workspace in a spatially meaningful way can
improve human performance and decrease mental workload [54]. Likewise, using shared virtual
landmark increase user experience and facilitate spatial referencing in collaboration [37, 46]. In all
views of ARgus, remote users can use the Vÿÿÿÿÿÿ Sÿÿÿÿ to add annotations represented as colored
spheres. In Fig. 8-right, for example, the remote user has added a yellow and a blue annotation
to suggest target locations for placing furniture. The user interface shows a list of all activate
annotations (up to ÿve in our evaluation study), allowing users to quickly review and remove them.

5.4 Architecture and Implementation
ARgus was developed in Unity 2019.4. Its architecture relies on a client-server model connecting
a remote desktop user and a local AR headset to a local server (see Fig. 9). The server keeps a
synchronized version of the 3D scene and records the AR user’s physical workspace with the
external depth camera. It generates the Eÿÿÿÿÿÿÿ Vÿÿÿ by augmenting the camera video feed
with the objects of the 3D scene. Occlusions between the virtual objects and the real objects are
3The ÿgure includes icons made by Freepik and Good Ware from www.ÿaticon.com.
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Fig. 9. System’s architecture and implementation.3

managed through the depth map of the external camera: for each pixel, a shader displays either the
streamed video or the virtual object according to their depth information.
The AR headset is connected to the server as a client using the Unet library. It maintains a

synchronized version of the 3D scene, which is used both to render AR user’s augmented view in
the headset and to generate the video feed of the Hÿÿÿÿÿÿ Vÿÿÿ. It also transmits the AR user’s
head and hands positions and orientations. To calibrate the AR headset reference frame and the
depth camera reference frame, the virtual space origin is deÿned (i) manually by the AR user who
needs to position a 3D object on an AprilTag [59] marker and (ii) automatically by the depth camera,
which detects this marker using the ViSP library [35].

The application of the remote user is also connected to the server as a client using WebRTC. We
built a custom protocol based on this technology to synchronize 3D object states (position and
rotation) and software events (tools, logs, etc.). The application can thus render a synchronized
version of the 3D scene to create the Vÿÿÿÿÿÿ Vÿÿÿ. In addition, it receives the video feeds from
the AR headset and the server based on the Mixed-Reality WebRTC libraries [3] to display the
Eÿÿÿÿÿÿÿ Vÿÿÿ and the Hÿÿÿÿÿÿ Vÿÿÿ.

6 USER STUDY 2
We conducted a second user study that investigates our second research question (RQ2). The study
examines how remote collaborators use ARgus to provide instructions to a local AR designer.

As for our ÿrst study, we opted for an experimental design that avoids contamination risks due
to the COVID19 pandemic. The experimenter (ÿrst author) acted as the local user wearing the AR
headset, while participants acted as remote collaborators and completed the tasks from their home
or oÿce. A preregistration [16] of the study is available at https://osf.io/6dhzn.

6.1 Participants
12 volunteers (4 women and 8 men) participated in the study with an age ranging from 24 to 29 years
old (Median = 27.5 years). All were frequent or occasional users of at least one video-communication
application. Two participants frequently or occasionally used an AR or a VR headset, while ÿve
participants had no previous experience with AR/VR technologies. Eight participants were frequent
or occasional users of 3D games, game engines, or 3D modeling environments. Before starting
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the tasks, we veriÿed that all participants had a stable internet connection (we replaced four
initial participants who could not continue due to connection problems). We followed the same
recruitment process as for our ÿrst study.

6.2 Apparatus and Conditions
As for the ÿrst study, the experimenter interacted with a Microsoft HoloLens 2 in a workspace
created in his home environment. We evaluated a simpliÿed version of the ARgus (written here as
ARÿÿÿ) to help participants quickly master the key features of the interface. More speciÿcally, we
deactivated its support for viewpoint recording since it was not useful in our experimental task. We
also used pre-selected positions for the spherical view, suitable for the 3D model used in this study.
To activate the tool, participants had to right-click on a yellow cylinder located at three relevant
positions of the model (one for each room of a house model). The cylinder then became the rotation
center of the Sÿÿÿÿÿÿÿÿ Vÿÿÿ. As we observed in our ÿrst study, ÿnding a good placement for
the external depth camera is not trivial and largely depends on the task. We decided to use the
same conÿguration as for the ÿrst study: we positioned the camera at 2m height, 30� downwards to
face the experimenter and to capture his moving body and his augmented workspace, minimizing
occlusions. We used the Hÿÿÿÿÿÿ Vÿÿÿ as control condition. As in our ÿrst study, this condition
did not provide any interaction capabilities.
Participants downloaded and executed a single Unity application for both conditions on their

personal computer. The user interface had a ÿxed-size window with a 1920 å 1080 resolution.
A step-by-step tutorial about the system functionality and the tasks was directly embedded in
the system. For verbal communication between the participants and the experimenter, we used a
commercial application (Skype or Discord).

6.3 Task
ARgus’ functionalities can support remote mixed-reality participatory design in a range of domains,
such as furniture arrangement [11] and urban planning [15, 44]. We decided to focus on a furniture
arrangement task because it was used in the past by other related studies [20, 26, 45]. As in our
formative study, this task requires participants to search for 3D pieces in the workspace of the
experimenter, ÿnd a target location for them, and instruct the experimenter to place them correctly.
In contrast, we now looked for tasks that would involve both physical and virtual objects in a scene.
We considered two alternatives: (i) the AR user manipulates virtual pieces within a larger physical
frame of reference (e.g., as in Fig. 6); or (ii) the AR user manipulates physical pieces (miniature
furniture) within the virtual model of a house. We opted for the second alternative (see Fig. 1), as it
provides richer opportunities for virtual navigation and better captures the trade-oÿs of diÿerent
representations. The task simulates the situation where a remote buyer communicates with a
furniture designer (or seller). The furniture designer follows instructions to try miniature models
of his or her collection in a virtual model of the buyer’s house.
We introduced several constraints to create various arrangement tasks unknown to the experi-

menter. Zodiac symbols were randomly displayed on pre-deÿned positions on the virtual house
model’s walls. We chose these symbols as they are easy to identify but hard to verbally describe.
This way, we forced participants to rely on intrinsic landmarks of the model for communicating
positions, rather than artifacts that are absent in real-world tasks. Two symbols were randomly
assigned to each participant. In each room, these two symbols were located on perpendicular walls
and deÿned a cross-shaped forbidden area: the line in front of each symbol was not available to
place furniture.
Participants were asked to arrange furniture for three thematic spots randomly chosen among

nine. The functional aspect of these spots was described textually. For example, a "living spot" was
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described as "a place where people can meet and spend some time together". To perform this task,
participants could choose miniature furniture among six storage cabinets, four tables and ten chairs
(see Fig. 1-d). To complicate the task, we required each miniature chair to be appropriately oriented
so that sitting people can see a virtual window without moving their head too much. To be valid, a
spot had to include at least two pieces of furniture, meet the placement constraints and represent an
harmonious layout (according to the participant’s preferences). The symbols, constraints and spot
description were communicated to participants at the beginning of each task and made available at
any time in a speciÿc panel of the interface (see Fig. 6). This information was unknown to the AR
local user.
As for Study 1, we tried to reduce the experimenter’s inÿuence [29] by constraining his verbal

interventions to only ones required for the completion of the task, i.e., asking the participant to
repeat instructions, and asking for conÿrmation of planned or completed actions.

6.4 Design and Procedure
We followed a within-participant design, where all 12 participants tested both user interface
conÿgurations. Half of them were ÿrst exposed to the Hÿÿÿÿÿÿ Vÿÿÿ. The other half were ÿrst
exposed to ARÿÿÿ. After signing a consent form, participants completed an online demographic
questionnaire. They were then introduced to the two conÿgurations. For ARÿÿÿ, participants went
through a tutorial presenting each tool step-by-step. For each conÿguration, participants completed
a practice and main task. The practice task required the arrangement of one thematic spot.

At the end, participants completed a questionnaire that evaluated their experience with the two
conÿgurations that they tested. The full procedure lasted approximately 70 to 90 minutes.

6.5 Data Collection and Measures
We collected participants’ answers to a pre- and a post-questionnaire. The post-questionnaire
evaluated the eÿciency of each user interface conÿguration with a Likert scale of four items with
seven levels (1 = Ineÿcient, 7 = Eÿcient). It also assessed the importance of verbal communication
for each conÿguration with a Likert scale of four items with ÿve levels (1 = Not important, 5 = Very
important). The questionnaire further evaluated the utility of the views and interactive tools of
ARÿÿÿ conÿguration and collected participants feedback about their use. We also collected logs of
low-level events that describe the use of interactive tools and view transitions during the task. Due
to technical problems, logs were not collected for one participant (P5).
Finally, we recorded and manually transcribed participants’ voice during the tasks. We then

distinguished between phrases that provide remote instructions and other non-instructional content,
such as transitional ("ok", "now") and thinking-aloud sentences. Instructions were further classiÿed
into three subtask categories: identifying & reaching an object, manipulating an object, and moving
in the scene. These categories cover the full set of instructions that we identiÿed and do not overlap.
We started with a ÿner-grained coding scheme. In particular, we initially tried to diÿerentiate
between instructions on identifying and reaching objects or locations, and between instructions
that concerned diÿerent types of manipulation actions. However, these categories were often fused,
which made their coding uncertain and unreliable. We thus ÿnally opted for larger categories.

The ÿrst and second author decided together on how to segment the transcripts and code the
segments by inspecting the data of the ÿrst participant. They independently coded the transcripts of
three additional participants. They then discussed and ÿnalized the segmentation and coding scheme.
As a last step, the ÿrst author re-coded all the transcripts, while the second author independently
coded the transcripts of the last two participants. We calculated inter-coder reliability at the word
level both for distinguishing between instructions and non-instructions (Krippendorÿ’s U = .98,
95% CI [.97, .99]) and for the overall classiÿcation that also considers the type of instruction
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(Krippendorÿ’s U = .97, 95% CI [.96, .98]). Inter-coder reliability scores are high, so we count and
analyze the words in participants’ transcripts for all the above categories.

6.6 ÿestions and Hypotheses
We expected that participants might develop diverse strategies to complete the tasks. Our goal was
to observe and understand these strategies. We were particularly interested in two questions:

Q1: Will participants ÿnd the three views of ARÿÿÿ useful, and how will they make use of
them?

Q2: Will participants ÿnd the user interface tools useful, and how will they make use of them?
Furthermore, we wanted the participants to reÿect about how they completed tasks with the
two conÿgurations and report on their trade-oÿs. Tait and Billinghurst [52] found that increased
view independence reduces the number of verbal instructions between collaborators. Likewise,
we expected that ARÿÿÿ would reduce reliance on verbal communication, because it gives more
viewing freedom to remote users and provides opportunities for completing the task more eÿciently.
More formally, we tested the following three hypotheses:

H1: The mean perceived eÿciency will be higher for ARÿÿÿ.
H2: The mean perceived importance of verbal communication will be lower for ARÿÿÿ.
H3: The mean number of words for communicating instructions will be lower for ARÿÿÿ.
Like Tait and Billinghurst [52], we are interested in the link between view independence and

communication performance. However, our studies are distinct from each other. First, since we
do not reconstruct the model of the real scene, we investigate view independence through com-
plementary views with diÿerent levels of navigation control. Therefore, we also try to identify
the view-control strategies that participants develop to carry out the task. Second, our system
includes an external view, which also shows the real body of the local user. Note that Tait and
Billinghurst [52] recognize the potential beneÿts of an external view and identify it as a promising
conÿguration for future studies. Third, Tait and Billinghurst [52] test the positioning of physical
objects on a physical table. We study instead a more complex task that requires collaborators to
position physical pieces within a larger virtual model. In our case, collaborators need to deal with
occlusions in the AR scene, thus both physical and virtual navigation are essential for completing
the task. Finally, annotations in their system are virtual replicas of a small collection of physical
objects, which are conveniently placed on the surface of a table. Our annotation mechanism is
simpler but more generic, as it lets remote participants mark any virtual or physical object and
location in the 3D workspace with little manipulation eÿort.

6.7 Results
Anonymized data from this study and the R code of our analyses are available as supplementary
material at https://osf.io/3nqrg. Here, we summarize our results.
Use of tools and view representations.We ÿrst summarize the strategies that participants used
to complete the task under the ARÿÿÿ condition. For each participant (except for P5), Figure 10
visualizes the active views during the task and the use of previews, the pointing stick, and the
spherical view. We emphasize that we did not encourage participants to be fast, and the time range
that we show does not always reÿect active collaboration time. Some participants (e.g., P1) spent
initial time to think about the constraints of the task and further explore the available tools. It is
not a surprise that the slowest participants in Figure 10 were exposed to ARÿÿÿ ÿrst (in circle).
Overall, all participants frequently transitioned between views during the task, which demon-

strates the utility of our approach. However, we observe that the Vÿÿÿÿÿÿ Vÿÿÿ and the Hÿÿÿÿÿÿ
Vÿÿÿ dominated the participants’ choices. The Eÿÿÿÿÿÿÿ Vÿÿÿ was heavily used by P1 and P3 and
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Fig. 10. Use of the three view representations, the pointing stick, and the spherical view by the participants
of the evaluation study for the main task under ARÿÿÿ. Circled participants were exposed to ARÿÿÿ first.

sparingly by three other participants. Participants’ questionnaire responses are consistent with
these patterns.

Three only participants found the Eÿÿÿÿÿÿÿ Vÿÿÿ to be useful (P3) or very useful (P1, P9).
P2 explained that he did not "feel the need" to use it but "in a bigger environment it could have

been useful to guide the partner quickly from one point to another."
The three view representation were used in two diÿerent ways: (i) as main active views or (ii)

through the preview window. Figure 10 shows that several participants (P2, P4, P7, P9, P10, and
P11) extensively used the Hÿÿÿÿÿÿ Vÿÿÿ in preview mode from the Vÿÿÿÿÿÿ Vÿÿÿ. According to
P4, "the headset view caused dizziness [...] I stayed in the virtual view and watched the headset view
from the window." P2 agrees that "having the headset view showing in the corner while navigating
and pointing in virtual view was the ideal setup."
The stick was activated in all three representations either as a pointing or as an annotation

tool. For example, P1 and P3 regularly used it from the Eÿÿÿÿÿÿÿ Vÿÿÿ to indicate furniture
pieces. P4, P6, and P12 used in combination with the Vÿÿÿÿÿÿ Vÿÿÿ to indicate target positions.
Other participants did not feel the need to use it: "I did not use the stick as the rooms had enough
identiÿable elements to allow my partner to understand my instructions" (P5). Finally, a smaller
group of participants made use of the spherical view. According to P1, it is "the best to manage the
constraints" but other participants did not agree: "I was comfortable enough with virtual navigation
not to feel the need to resort to the spherical view" (P2); "I tried to use the spherical view but I am not
enough comfortable with in comparison with rotate and translate so I abandoned." (P6); "I would have
liked a 2D mapping" (P5). The spherical mapping that we used is generic but may not be the most
appropriate for the speciÿc task. Alternative mappings that better adapt to the geometry of the
virtual model might indeed improve the usability of the tool.
Perceived eÿciency. We compare the eÿciency of the two user interface conÿgurations as
perceived by our participants. We use again Bayesian cumulative probit models [13] for our
analysis (see Section 4). Figure 11-left summarizes our results. Overall, participants rated ARÿÿÿ as
more eÿcient (see Hypothesis �1). This was especially the case for verifying the constraints in
the scene. For this task, free navigation through the virtual view seemed to be crucial. According
to P6, the Hÿÿÿÿÿÿ Vÿÿÿ causes "seasickness", while P9 commented that its resolution "was not
so eÿective to perceive accurately the symbols on the walls when having a wide point of view." In
contrast, seven participants rated the Hÿÿÿÿÿÿ Vÿÿÿ as more eÿcient for helping them to perceive

Proc. ACM Human-Computer Interaction, Vol. 6, No. CSCW2, Article 549. Publication date: November 2022.

selected publications 214



Multi-View Collaboration between AR and Remote Desktop Users 549:21

Overall ef昀ciency
(combined index)

Indicate a precise location
in the scene

Verify the task constraints

Navigate in the house model to
昀nd a location or a piece of furniture

Perceive the workspace
of my partner

-1 0 1 2 3
Mean Difference (SD)

Overall importance
(combined index)

Describe where to
place a piece of furniture

Verify the task constraints

Navigate around the
house model

Describe which piece of
furniture to take

-3 -2 -1 0 1
Mean Difference (SD)

Ef昀ciency in helping Importance of verbal communicationH1: Higher for ARgus H2: Lower for ARgus

Fig. 11. Comparing the perceived eÿiciency of the two user interface configurations and the importance
of verbal communication for each of them (# = 12). We use again Bayesian ordinal (cumulative probit)
models [13]. The bars in the graph represent 95% credible intervals of mean diÿerences over a latent continuous
variable and can be treated as estimates of standardized eÿect sizes.

the workspace of their partner despite the fact that the ARÿÿÿ conÿguration provided a richer set
of views and options for observing the remote space. The added complexity of this interface can
explain this result: "Having only one solution forces to rely on it and in the case of the headset, forces
to establish an eÿcient communication with the partner, that can be lacking when overwhelmed by all
the possibilities of the diÿerent views and the diÿculty to master them all" (P3).
Reliance on verbal instructions. Figure 11-right compares the mean diÿerence between conÿg-
urations in participants’ perception about the importance of verbal communication. Overall, verbal
communication was perceived as less important for ARÿÿÿ (see Hypothesis �2), particularly for
describing which pieces of furniture to take and where to place them. P10 explained that verbal
communication is more important for the Hÿÿÿÿÿÿ Vÿÿÿ "because you cannot point with as much
precision as with the stick and you cannot see equally well symbols and distances."

Our transcript analysis provides additional information about how participants verbally commu-
nicated instructions. Figure 12 summarizes our results. Overall, the ARÿÿÿ user interface reduced
the number of words that belonged to instructions by 151.8, 95% CI [25.7, 278.0], C (11) = 2.65,
? = .023 (see Hypothesis �3). To put this number in perspective, participants pronounced on aver-
age 834.5words with the Hÿÿÿÿÿÿ Vÿÿÿ, where 435.6 of these words were instructions. We observe
that clear diÿerences between conditions only concern instructions that ask the experimenter to
move around the model. Surprisingly, there is no clear diÿerence in the number of words used by
participants to guide the experimenter on how to identify, reach, and manipulate (e.g., translate
or rotate) objects. A possible explanation of this result is the fact that ÿve participants did not at
all use the stick (see Fig. 10) and relied on verbal instructions for these subtasks. Indeed, a post
hoc analysis shows a strong correlation between the use of the stick (binary variable) and the
diÿerence of words used for these subtasks (Point-biserial correlation = .79, 95% CI [.40, .94]). Seven
participants who used the stick pronounced 156.9 fewer words (95% CI [41.8, 271.9]) with ARÿÿÿ
when they provided instructions for these subtasks. This result, however, must be treated with
caution because uncontrolled ordering eÿects may exaggerate the diÿerence.

7 DISCUSSION
Overall, our results conÿrm that remote desktop collaborators can beneÿt from the multiple views
of ARgus, since each view is best adapted to a diÿerent aspect of the task. The Vÿÿÿÿÿÿ Vÿÿÿmakes
navigation in the virtual model easier and independent of the position and visual focus of the local
AR user. The Eÿÿÿÿÿÿÿ Vÿÿÿ provides a static overview of the workspace, showing both virtual and
physical objects. Finally, the Hÿÿÿÿÿÿ Vÿÿÿ allows remote users to directly observe the view and
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Fig. 12. Results of transcript analysis. We compare the number of words pronounced by the 12 participants
to provide instructions. The grey boxes at the leÿ show the total number of words with non-instructions. The
error bars at the right represent 95% confidence intervals derived from the C-distribution.

actions of their local partner and provide direct instructions. Our participants demonstrated various
strategies on how to combine these views with the tools of ARgus. Given previous results [18, 51],
we expected a more extensive use of the Eÿÿÿÿÿÿÿ Vÿÿÿ. However, using all three views can be
complex, increasing cognitive costs. So many participants judged that the Vÿÿÿÿÿÿ Vÿÿÿ and the
Hÿÿÿÿÿÿ Vÿÿÿ were enough for completing the task. Nevertheless, mastering all combinations of
views and previews, as well as developing strategies to use them eÿectively in various steps of the
collaboration, may require a long learning process that we did not assess in our studies. Finding a
good viewpoint for an external camera also remains a problem. A solution may be to reposition the
external camera on the ÿy depending on the collaborative situation, as explored in Giusti et al. [21].
The nature of the task may also explain why most participants largely relied on the Vÿÿÿÿÿÿ Vÿÿÿ
to complete the task. It is reasonable to expect that if key objects and landmarks in the scene were
mostly physical rather than virtual, the Vÿÿÿÿÿÿ Vÿÿÿ might be less appropriate, while the two
other views might be more frequently used. Clearly, there are trade-oÿs in the choice of each view
that largely depend on where the task falls in the continuum between virtual and physical.
The results support our three hypotheses. Participants perceived on average that ARÿÿÿ was

more eÿcient than the control Hÿÿÿÿÿÿ Vÿÿÿ condition (�1) and lessened the importance of verbal
communication (�2). We also found that ARÿÿÿ reduced the average number of words of remote
instructions (�3), which corroborates previous evidence [52] that increased view independence
reduces the prevalence of verbal instructions.
We acknowledge that our experimental method and setup present several limitations. The

experimenter took the role of the local collaborator in all experimental sessions, which inevitably
limits the external validity of our results. The variable quality of the internet connection and the
limited resolution of the HoloLens frontal camera may have had an eÿect as well. Furthermore, we
studied one only part of the bilateral collaboration, neglecting how the local AR user perceives
and interprets instructions given by the remote collaborator through multiple complementary
views. Future user studies should thus examine the collaboration strategies (verbal communication,
physical navigation, and gestural interaction) of local users, and their need for awareness of remote
user actions.
Another interesting problem is how to extend ARgus to support multiple remote users and

enable them to collaboratively interact with but also edit a shared AR scene. This problem poses
signiÿcant challenges for the user interface of both local and remote users, since users will now
have to coordinate and follow an increased number of viewpoints. Finally, we are interested in
enriching ARgus’ pointing, annotation, and hybrid navigation tools and evaluate their collaboration
eÿectiveness with more specialized experimental tasks.
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8 CONCLUSION
We studied how diÿerent views can help a remote desktop user to collaborate with a local user
wearing an AR headset on design tasks that may require manipulation of virtual and physical
objects. We presented a user study that compared three view representations: (i) a Hÿÿÿÿÿÿ Vÿÿÿ,
augmented video from a ÿrst-person viewpoint, (ii) an Eÿÿÿÿÿÿÿ Vÿÿÿ, augmented video from
an external third-person viewpoint, and (iii) a Vÿÿÿÿÿÿ Vÿÿÿ, a virtual representation with a
free viewpoint. Structured as two independent sub-studies with 12 participants each, the study
conÿrmed that each view presents diÿerent beneÿts, targeting a diÿerent aspect of a collaboration
task. Based on these insights, we developed ARgus, a multi-view collaboration system that provides
tools for eÿectively switching between views, virtually navigating in the remote AR workspace,
pointing, and annotating the model. We then ran a second user study to evaluate how 12 remote
participants used ARgus to provide instructions to a local user wearing an AR headset for a
furniture arrangement task. We observed that participants frequently switched between views or
concurrently used them through ARgus’ preview functionality. Our results also suggest that the
added ÿexibility of ARgus’ multi-view interface allows remote users to verify spatial constraints
more eÿciently and reduces their reliance on verbal instructions. Future work needs to understand
the role of such as a multi-view system from the perspective of the local AR user and extend its
scope to multiple remote users.
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Titre : Favoriser la collaboration dans les grands espaces interactifs 

Mots clés : interaction humain-machine, travail coopératif assisté par ordinateur, réalité virtuelle, réalité 

augmentée, téléprésence, interaction 3D 

Résumé : Avec la croissance exponentielle de la 

quantité et de la complexité des données numéri-

ques produites par notre société, le besoin d'outils 

informatiques pour collaborer n'a jamais été aussi 

important. Permettre à des groupes d'utilisateurs de 

manipuler, d'analyser et de comprendre ces données, 

tout en conservant le contrôle sur la façon dont 

l'intelligence artificielle les traite, est devenu un défi 

majeur. Dans ce contexte, mes recherches étudient 

comment les grands espaces interactifs, tels que les 

murs d'images, les systèmes immersifs de réalité vir-

tuelle ou les espaces de réalité augmentée, peuvent 

favoriser la collaboration entre les utilisateurs. 
 

La première partie de mon travail explore de 

nouveaux paradigmes d'interaction permettant aux 

utilisateurs de maîtriser les caractéristiques inhabi-

tuelles des grands espaces interactifs. Au-delà de 

l'interaction à un niveau individuel, il s'agit d'étudier 

comment ces systèmes peuvent favoriser la collabo- 

ration entre utilisateurs co-localisés. La seconde 

partie de mon travail porte sur la collaboration à 

distance entre espaces interactifs. Elle propose à la 

fois des solutions techniques pour connecter des 

plateformes hétérogènes, et des solutions pour 

favoriser la perception mutuelle et la communi-

cation entre les collaborateurs distants. Plutôt que 

de chercher à reproduire la collaboration dans le 

monde physique, mon travail propose d'aller au-

delà en exploitant les capacités numériques et le 

grand espace physique qui entoure les utilisateurs. 
 

Mes travaux futurs se concentreront sur comment 

exploiter au mieux le continuum de la réalité mixte 

pour permettre à des utilisateurs d’interagir et de 

collaborer à différents niveaux de ce continuum. 

L'objectif principal est de pouvoir s'adapter aux 

différentes phases de la collaboration dans des 

situations hybrides impliquant à la fois des 

participants co-localisés et distants.  
 

 

 

Title: Supporting Collaboration in Large Interactive Spaces 

Keywords: human-computer interaction, computer-supported cooperative work, virtual reality, 

augmented reality, telepresence, 3D interaction 

Abstract: As the quantity and complexity of digital 

data produced by our society grow exponentially, the 

need for computer-supported collaboration has 

never been higher. Empowering groups of users to 

manipulate, analyze and understand this data, while 

preserving control over how artificial intelligence 

processes it, has become a major challenge. In this 

context, my research investigates how large inter-

active spaces, such as wall-sized displays, immersive 

virtual reality systems or augmented reality spaces, 

can foster collaboration among users. 
 

A first part of my work investigates new interaction 

paradigms that provide users with the ability to 

master the unusual characteristics of such large 

interactive spaces. Beyond individual interaction, it 

investigates how these systems can foster co-located 

collaboration by providing appropriate collaborative 

interaction among users. A second part of my work 

focuses on remote collaboration across large 

interactive spaces. It explores technical solutions to 

connect heterogeneous platforms, as well as tele-

presence systems providing appropriate awareness 

and communication cues among the remote 

collaborators. Rather than mimicking collaboration 

in the physical world, it aims to push collaboration 

beyond “being there” by leveraging digital cues 

and taking advantage of the large physical space 

surrounding users. 
 

My future research will concentrate on exploiting 

the mixed reality continuum to enable collabora-

tors to interact across time and space by seamlessly 

transitioning between heterogeneous interaction 

modalities. The overall objective is to support the 

different phases of a collaboration in hybrid 

situations, involving both co-located and remote 

participants. 
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